Adaptive Resolution Simulation of a DNA Molecule in Salt Solution

Julija Zavadlav,† Rudolf Podgornik,*‡§ and Matej Praprotnik*†

1Laboratory for Molecular Modeling, National Institute of Chemistry, Hajdrihova 19, SI-1001 Ljubljana, Slovenia
2Department of Physics, Faculty of Mathematics and Physics, University of Ljubljana, Jadranska 19, SI-1000 Ljubljana, Slovenia
3Theoretical Physics Department, J. Stefan Institute, Jamova c. 39, SI-1000 Ljubljana, Slovenia

ABSTRACT: We present a multiscale simulation of a DNA molecule in 1 M NaCl salt solution environment, employing the adaptive resolution simulation approach that allows the solvent molecules, i.e., water and ions, to change their resolution from atomistic to coarse-grained and vice versa adaptively on-the-fly. The region of high resolution moves together with the DNA center-of-mass so that the DNA itself is always modeled at high resolution. We show that our multiscale simulations yield a stable DNA–solution system, with statistical properties similar to those produced by the conventional all-atom molecular dynamics simulation. Special attention is given to the collective properties, such as the dielectric constant, as they provide a sensitive quality measure of our multiscale approach.

1. INTRODUCTION

The solution environment, i.e., the surrounding ions and water, profoundly affects the structure and stability of a DNA molecule, which in turn affects the local solvent causing its properties to deviate from bulk values.1 Owing to DNA high charges and polar structure, the electrostatic interactions play a fundamental role in this delicate DNA–solvent interplay.2 To properly model and understand the electrostatic interactions among various parts in such complex systems and meaningfully compare computational results to existing experiments,3 it is essential to determine the collective spatially dependent dielectric response of both DNA and the surrounding solvent.

The dielectric constants of biological macromolecules are very difficult to determine experimentally. For this reason the DNA’s dielectric constant was measured successfully only recently.4 Using the electrostatic force microscopy for detection of ultraweak polarization forces of DNA encapsulated inside the T7 bacteriophage capsids, the dielectric constant was found to be ~4. The obtained value is significantly higher compared to the proteins with a dielectric constant of ~4.5 Two all-atom molecular dynamics (MD) simulations have confirmed these findings with resulting dielectric constants of ~8 and ~16 for the Drew–Dickerson dodecamer6 and DNA triple helix7, respectively. In both cases, the dielectric constant was reported to be lower for the sugar and base components and substantially higher for the phosphate backbone.

On the other hand, a DNA molecule exhibits a strong influence on the surrounding aqueous solvent.8 Water is found to be considerably ordered and has a slower dynamics, due to the motional restrictions imposed by the DNA and the ions.9 The resulting dielectric constant is consequently much lower compared to its bulk value. Furthermore, since both DNA grooves are binding sites for ligands, it is intriguing that a large discrepancy between them is observed in the local dielectric behavior (~55 and ~20 for the major10 and minor grooves,11 respectively). Understanding of the solution environment is further complicated by the presence of mobile salt ions and counterions, composing the ionic atmosphere, which respond to DNA charges and local dielectric solution properties, adding additional features to the already complicated solution environment of DNA.12

The natural DNA environment is a salt solution (the counterions that neutralize the system alone are insufficient) which for statistical reasons requires a significant number of ions and consequently a large simulation system. Experimentally the salt concentration can be in excess of 1 M.2 All-atom simulations of such systems are thus computationally very challenging. One way to overcome this limitation is to develop coarse-grained (CG) models, where irrelevant degrees of freedom are integrated out, as, for example, in refs 13–16. However, to adequately simulate the previously described spatially varying microenvironments, one has to resort to the atomic level of detail. The dielectric profile displays bulk behavior beyond the second coordination shell from the DNA molecule, and it would be therefore computationally advantageous to use in this region a simplified CG representation for the solvent whereas the atomic (AT) resolution would be sufficient at the remainder of the system. Approaches that combine various models within a single simulation have attracted pronounced interest in recent years.17–26 Among the most popular approaches is the adaptive resolution scheme (AdResS)27–33 that enables one to couple different particle descriptions in a concurrent manner and has been successfully applied to a number of different biological systems.34–38
Here, we present an AdResS simulation of a double-stranded DNA molecule in a 1 M NaCl bathing salt solution. The DNA is at all times modeled at the full AT resolution, while water molecules and ions dynamically change their resolution between the AT and CG representations, according to their distance from the DNA molecule. Our analysis is focused on the collective dielectric properties of the DNA and the nearby solvent that could be affected in the multiscale simulations due to the anomalously long-range nature of the electrostatic interaction. Moreover, the AdResS method is able to provide additional physical insight, for instance, into the extent of the hydrogen bond network in the solvation shells of solute molecules.41,39 In the present case the atomistic water is coupled to a charge neutral CG bead that is nonpolar. This allows one to assess the distance from the DNA molecule at which the inclusion of explicit atomistic water is required.

2. METHODS AND SIMULATION DETAILS

A schematic representation of the simulated system is depicted in Figure 1. The atomic coordinates of a B-form DNA molecule with 10 base-pair sequence (5′-CTCTCGCGCCG-3′) were generated using the 3D-DART Web server.40

Figure 1. Schematic cross-section of simulation box with cylindrical resolution regions: atomistic (AT), hybrid (HY), and coarse-grained (CG). Two levels of resolution are used for solvent molecules. A high level of resolution is used for solvent molecules within a certain radius from the DNA’s CoM. Further away the water molecules are represented as single beads (gray). The Na+ and Cl− atoms are shown in green and blue, respectively. The high resolution region cylinder moves with the DNA’s CoM, which ensures atomistic modeling of the DNA molecule and the surrounding layer of water at all times.

Generally, the DNA molecule is simulated as a single oligonucleotide. However, in this work we employ periodic boundary condition along the DNA helix where patches, i.e., corresponding intramolecular DNA interactions defined by bond, angle, and dihedral interaction potentials, are used to connect each strand to its periodic image along the z-axis. This simulation setup enables us to mimic an infinitely long DNA molecule and is better suited for comparison with experimental studies where the DNA molecules are commonly ordered and densely packed.41 The imposed DNA periodicity fixes the helical twist of the DNA molecule (the simulation box size is chosen such that it corresponds exactly to one B-DNA pitch, i.e., 3.4 nm) and prevents any major bending. Consequently, the DNA’s persistence length, which is about 50 nm and much longer than one DNA pitch, and associated bending fluctuations do not enter our level of description. Even so, previous simulations with a periodic DNA fragment have shown stable, B-form DNA structures that still have a lot of freedom for variation of the local DNA structure.41,42 The DNA molecule is immersed in a 1 M NaCl bathing salt solution. Additional 20 Na+ counterions are added to neutralize the negative charge of the DNA molecule. While the salt concentration used is higher than the physiological concentration (approximately 0.15 M) because an adequate number of ions are needed for acceptable statistics, it is still within the experimentally accessible regime.42

The DNA molecule is always modeled at the full AT resolution. The solvent’s level of representation depends on the distance from the DNA’s center-of-mass (CoM). At short distances we resort to the AT resolution, while at larger distances we employ a CG salt solution model44 in which water molecules are represented as one-bead particles without explicit electric charges (see section 3). The multiscale simulations are carried out using the AdResS method. The total force acting on a molecule α is then

\[ F_{\alpha} = \sum_{\beta \neq \alpha} w(|R_{\alpha} - R_{\beta}|) w(|R_{\beta} - R_{\alpha}|) F_{\alpha\beta}^{TD} 
+ \sum_{\beta \neq \alpha} [1 - w(|R_{\alpha} - R_{\beta}|) w(|R_{\beta} - R_{\alpha}|)] F_{\alpha\beta}^{AT} - F_{\alpha\beta}^{CG} (|R_{\alpha} - R_{\beta}|) \]

(1)

where \( F_{\alpha\beta}^{AT} \) and \( F_{\alpha\beta}^{CG} \) are the forces between molecules α and β, obtained from the AT and CG potentials, respectively. The sigmoidal function \( w \in [0,1] \) is used to smoothly couple the high and low resolution regimes, where \( R_{\alpha} \) and \( R_{\beta} \) are two-dimensional \((x,y)\) vectors of CoMs of molecules α and β, and the DNA, respectively. The thermodynamic (TD) force \( F_{\alpha\beta}^{TD} \) acts on molecules’ CoM in the hybrid (HY) region and ensures the thermodynamic equilibrium of the system.29,43 It depends on the molecule type, i.e., we use three different ones that correspond to water molecules and Na and Cl ions,44 but, as our simulation result shows, it does not depend on the AT region size (see section 3).

For a detailed derivation of \( F_{\alpha\beta}^{TD} \) we refer the reader to refs 29, 43, and 44. Here, for completeness we briefly summarize its derivation. To enforce a uniform density profile, we have to compensate for the chemical potential differences between the high and low resolution molecular models. Therefore, \( F_{\alpha\beta}^{TD} \) is defined as a negative gradient of the effective excess chemical potential due to the intermolecular interactions.44 Numerically, this translates into an iterative formula29,43

\[ F_{\alpha\beta}^{TD,\tau+1} = F_{\alpha\beta}^{TD,\tau} - CV \rho' \]

(2)

where C is an appropriately chosen numerical prefactor.

The geometrical boundary between resolution regions is a cylinder as it adequately reflects the shape of the DNA molecule. The center of the all-atom cylinder coincides with the DNA’s CoM at all times; i.e., the resolution domains follow DNA’s random translation. Such setup ensures that the DNA is always expressed in full all-atom detail and surrounded by a layer of the all-atom solvent. We investigate four sizes of atomistic cylinder radii: 1.5, 1.8, 2.1, and 2.4 nm. In all cases the width of the HY region is 0.9 nm. As a reference, we use simulation where the AT region extends across the whole simulation box, i.e., a full-blown atomistic simulation.

All MD simulations are performed using the ESPResSo++ software package.45 For the integration we use the standard velocity Verlet with a time step of 1 fs. We use an orthorhombic simulation box with periodic boundary conditions and minimum image convention. The simulation box size is 8.5 nm × 8.5 nm × 3.4 nm. Thus, in the z-direction this
corresponds to exactly one DNA pitch. The temperature is maintained at 300 K with a local Langevin thermostat, with the value of the friction constant equal to 5.0/ps. The hydrogen atoms of the DNA molecule are constrained with the RATTLE\textsuperscript{46} algorithm, while the geometry of water molecules is constrained with SETTLE.\textsuperscript{47} We employ the standard TIP3P\textsuperscript{16} water model for AT water in combination with the AMBER\textsuperscript{49} force field for ions; i.e., we use Lennard-Jones and electrostatic interactions with standard AMBER force field parameters between atoms of water molecules and ions. The DNA molecule is modeled using the AMBER\textsuperscript{49} force field. For the interactions of the DNA molecule with the solvent we also employ the same force field, which performs well in DNA simulations.\textsuperscript{50} The nonbonded interactions are calculated with Lennard-Jones and Coulomb interactions within a cutoff distance $r_c = 0.9$ nm. The generalized reaction field method\textsuperscript{51} is used for the electrostatic interaction beyond the cutoff, with dielectric permittivity of the outer region equal to 80 and the Debye screening length $\kappa = 3.25/\text{nm}$ corresponding to a 1 M salt solution. As already stated, one reason for conducting our simulations at this concentration, which is higher than the physiological concentration (approximately 0.15 M), is that an adequate number of ions is required for acceptable statistics. However, many experiments and applications in DNA nanotechnology are commonly performed at 1 M concentration. Note also that lower concentrations, e.g., 0.15 M, would not require a different method, just larger simulation systems.

The dielectric permittivity of the inner region, that is, within the cutoff distance, is equal to 1 and 80 for the AT and CG regions, respectively. This ensures that the ion–ion interactions are properly screened in the CG region, where we use the same electric charges for the salt ions as in the AT region; i.e., the ions thus interact via the same potentials in the AT and CG models aside from the changed dielectric permittivity. The specific method employed to perform computation of electrostatic interaction is an important issue in DNA simulations, and we refer the reader to ref\textsuperscript{52} where performances of different methods, e.g., the Ewald summation, are compared. Here, we have opted for the generalized reaction field method for computing electrostatic interactions because, first, it is very convenient for implementation in AdResS; i.e., it is pairwise and short-ranged,\textsuperscript{28,53} and second, we use a slightly modified version of a recently introduced multiscale model of salt solution based on the generalized reaction field approach.\textsuperscript{54} For validating and comparing statistical properties of our modified multiscale salt solution model (in the absence of the DNA molecule) with the one from ref\textsuperscript{34}, we have used the trajectories of the same length as in ref\textsuperscript{34}, i.e., 10 ns. All simulations of the DNA molecule in solution are run for 15 ns after 1 ns of equilibration. These are rather short simulation runs in comparison to the microsecond time scales currently accessible.\textsuperscript{55} However, we stress that here we do not simulate rare-event processes, e.g., breaking or formation of base pairs. Instead, the DNA molecule is expected to remain in one stable equilibrium configuration throughout the simulation runs.

### 3. RESULTS AND DISCUSSION

**Multiscale Model of NaCl Salt Solution.** We develop our multiscale salt solution model in the absence of the DNA molecule. Here, we modify the multiscale salt solution model developed in ref\textsuperscript{34} to be applicable with the AMBER force field.\textsuperscript{49} First, a CG model is derived and parametrized to reproduce structural properties of the full AT model. The effective potentials for the water–water and water–ion interactions (shown in Figure 2) are obtained using the iterative Boltzmann inversion method\textsuperscript{55} that is incorporated into the STOCK web toolkit.\textsuperscript{56} As can be seen in Figure 3, the effective potentials used for the CG molecules reproduce very well the atomistic radial distribution functions (RDFs). Likewise, the correct local structure is obtained in the subdomains (labeled AdResS AT and AdResS CG) of the AdResS simulation, where only the molecules in the corresponding region are considered. The RDFs were performed on the CoMs of molecules for water–water, water–sodium, and water–chloride.
To compensate for the difference in the chemical potential at different levels of resolution and to achieve a uniform density profile throughout the simulation box we apply the TD forces derived as described in section 2. Figure 4 shows the TD forces used for the water molecule and sodium and chloride ion. To verify this point, we plot the normalized density profiles (NDPs) for the corresponding molecule types. The NDPs are computed along the direction of the resolution change, i.e., as a function of distance from the center of the AT region. The results are shown for three simulations: the all-atom, AdResS with the TD forces acting on all molecule types, and AdResS with the TD force acting on water molecules only. The TD forces (see Figure 4) are able to flatten the density profile substantially. Larger deviations from the ideally flat profile are seen for the ions, due to the smaller number of ions in the system compared to the water. However, these deviations are comparable with those obtained from the all-atom simulation.

**Structural Properties of the DNA Molecule.** We first examine the stability of the DNA molecule structure by computing the root-mean-square deviation (rmsd) and the root-mean-square fluctuations (RMSF) of the backbone atoms with respect to the crystal and average structure. Results depicted in Figure 5 show that the variation of the AdResS AT domain was found to have a negligible impact on the averaged DNA structure. The results are computed with respect to the crystal (top) and average (bottom) structure. The crystal structure has the same sequence and was obtained from the Protein Data Bank (pdb 196D). By comparing the values acquired by the various AdResS simulations, we conclude that the variation of the AdResS AT domain does not alter the average DNA structure.

In all cases the multiscale simulation is able to reproduce the results obtained by the conventional full-blown atomistic MD simulation. The rmsd values are lower when the average DNA configuration is taken as a reference. This is to be expected since the structure of DNA molecule is sensitive to a local environment, e.g., solvent. However, the effect is not substantial in our case, and both results indicate that the DNA molecule is in a stable configuration. As mentioned previously, the imposed periodicity in the axial direction fixes the helical twist of DNA and prevents any major bending. The DNA structure is further stabilized by the absence of the terminal residues that are generally more flexible and thus have large RMSF values. Moreover, the terminal residues have an impact on the local

![Figure 4](image-url)

**Figure 4.** Normalized density profiles for water molecules (red) and sodium (green) and chloride (blue) ions. The results are shown for the conventional all-atom simulation and AdResS simulations with the AT region radius size of 2.1 nm. For comparison the results from an additional AdResS simulation are shown where the TD force is added only to water molecules. The bottom plot shows the TD forces applied to all three molecule types.

![Figure 5](image-url)

**Figure 5.** Root-mean-square deviation (left) and fluctuations (right) of the backbone heavy atoms with respect to the crystal structure (Protein Data Bank (pdb) entry 196D) and average structure (top and bottom, respectively). We compare the results obtained for five AT region sizes: the full atomistic and cylinders of 1.5, 1.8, 2.1, and 2.4 nm radii. The A, T, C, and G aberrations stand for the adenine, thymine, cytosine, and guanine nucleotides, respectively.
structure of neighboring residues since it has been shown that the local structure of a base pair depends on the type and structure of the flanking base pairs.

**Structural Properties of the Solvent.** Next, we check that our adaptive resolution simulations correctly reproduce the structure of the surrounding solvent. In Figure 6, we show the

![Figure 6](image)  
**Figure 6.** Water (top), sodium (middle), and chloride (bottom) NDPs around the CoM of the DNA molecule. The results are shown for the AdResS simulations with AT region radius sizes of 1.5, 1.8, 2.1, and 2.4 nm and compared to the all-atom solvation.

water, sodium, and chloride NDPs around the CoM of the DNA molecule for different AT region sizes. The NDPs are within the error bars in agreement with the reference all-atom simulation. The domain with a decreased water density around the DNA is well within the AT region for all cases. However, the ion atmosphere (region around the DNA where the ion concentrations differ from the bulk) extends in some cases also into the hybrid region, but is nevertheless well reproduced. The plots also show that the chosen simulation box size is large enough to enable the ion concentrations to reach the bulk values at larger distances from the DNA.

Figure 7 shows the average orientations of two vectors, viz., the dipole moment of a water molecule and the vector joining the two hydrogen atoms of the molecule, as a function of the radial distance from the DNA’s CoM. We denote the angles formed by these vectors and the normal vector pointing toward the CG region as α and β, respectively. The average orientations of the vectors are quantified by the cosine values of these angles. Note that a random orientation corresponds to \( \langle \cos \alpha \rangle = 0 \) and \( \langle \cos \beta \rangle = 0.5 \). The different values are due to physically indistinguishable opposite directions for the vector joining the two hydrogen atoms whereas the dipole vector has a specific directionality. The results show that water molecules are highly oriented in the vicinity of the DNA molecule, while further away they have a random orientation. All AdResS simulations reproduce the reference all-atom results very well. Small orientational ordering is, however, observed in the HY region that could be induced by the HY/CG interface in a manner similar to that of a wall. The discrepancies occurring at small distances from the DNA molecule are due to the poor statistics.

**Dielectric Properties of the Surrounding Solvent.** To compute the dielectric constant of water around the DNA molecule we employ Kirkwood’s theory, where the dielectric constant is related to the average vector sum of the dipole moments of the individual water molecules in a spherical region \( S \). Using the reaction field treatment for the long-range electrostatic interaction with \( \epsilon_{RF} = 80 \), the dielectric constant is calculated as

\[
\epsilon = \frac{1 + \left[ \rho g \mu^2 / 3 c_0 k_B T \right] \left[ 2 \epsilon_{RF} / (2 \epsilon_{RF} + 1) \right]}{1 - \left[ \rho g \mu^2 / 3 c_0 k_B T \right] \left[ 1 / (2 \epsilon_{RF} + 1) \right]},
\]

where \( g \) is the Kirkwood g factor, \( \mu \) is the external dipole moment of the water molecule (\( \mu = 2.337 \) D for TIP3P water model), \( k_B \) is the Boltzmann constant, and \( T \) is the absolute temperature. The dipole density \( \rho \) is calculated as \( \langle N_i / (V - V_{ex}) \rangle \) where \( V \) is the volume of a Kirkwood sphere centered on a given water molecule \( i \), \( N_i \) is the number of water molecules with indices \( j = 1, N_i \) in the Kirkwood sphere \( S \) around the reference water molecule \( i \), \( \langle \cdot \rangle \) denotes an average over all water molecules in the set, and \( \theta \) the angle between dipoles of water molecules \( i \) and \( j \). Excluded volume \( V_{ex} \) due to DNA atoms and ions is computed for each water molecule in each configuration by a grid representation of the spherical region surrounding the reference water molecule. Grid points that fall within the van der Waals envelope of any DNA atom or ion are defined to be in the excluded volume. The radius of the Kirkwood sphere was set to \( R = 0.591 \) nm. In accordance with previous reports we find the magnitude of the dielectric constant to be only weakly dependent on the choice of this free parameter.
As expected, the bulk dielectric constant is smaller compared to the value for pure water (82 for TIP3P water model) because the movement of water is restricted by the ions. Before the bulk value is reached there is a small region, around 1.2 nm away from the DNA molecule, where the dielectric constant is higher than in the bulk. This region coincides with the region of slightly increased water density (see the normalized density profile in Figure 6). In all AdResS simulations the dielectric constant is observed to decrease in the HY region. As the water molecules move from the AT to the HY region, the electrostatic interactions are gradually switched off and the molecules lose their rotational freedom. As a result of this rotational freezing the dielectric constant is lowered.

We also observe a rise in the dielectric constant at the AT/HY transition. This effect is pronounced for the case where the AT region size is equal to 1.5 nm, since the AT/HY transition is very close to the previously mentioned region of increased dielectric constant. Note that in the HY region there is a slight orientational order since the average cosine value of the angle formed by the water’s dipole moment and the normal vector pointing toward the CG region is not equal to zero (see Figure 7).

To identify the dielectric constant in the first and higher hydration shells of the DNA molecule, we plot the dielectric profile also as a function of distance to the nearest DNA atom (Figure 8 right). Here we assign each water molecule to a DNA atom using the proximity criterion. Comparing the AdResS and all-atom results, we can see that the larger the AT region is in the AdResS simulation the larger is the number of hydration shells in which the dielectric constant can be faithfully reproduced. However, the largest variations in the dielectric profile are occurring within the first hydration shell, and these are well reproduced by all AdResS simulations.

Next, we examine the dielectric behavior of water in the specific regions around the DNA, namely, the backbone and the minor and major grooves. We take into account only the water molecules in the first hydration shell. The results are summarized in Table 1. Within the error bars no notable differences are found between the AdResS and reference all-atom simulations. In all cases the dielectric constant exhibits the following tendency: $\epsilon$ (phosphate backbone) > $\epsilon$ (major groove) > $\epsilon$ (minor groove). The observed trend is in agreement with existing experimental and numerical simulation results.

It is presumed that the dielectric constant of water in the minor groove is lower because the water molecules in this region are more ordered. Our analysis of average occupancy and residence time of oxygen atoms of water in the first solvation shell of the electronegative atoms of the DNA suggests that the exchange of waters in the minor groove is slower compared to other regions. In particular, we find the minor and major grooves to be equally hydrated, but the residence times are higher in the minor groove (9–10 ps) than in the major groove (5–8 ps) or in the backbone (2–6 ps): see Figure 9.

From results shown in Figure 9 we can again conclude that the AdResS simulations are able to reproduce the atomistic results. The discrepancies between results of different simulations are small for the oxygen but somewhat larger for the Na’. The most hydrated sites are the backbone O1P and O2P atoms having on average 2.5 or more water molecules in the first hydration shell. The hydration of the minor and major grooves is lower than in the backbone but still significant. The results are well reproduced by all AdResS simulations.
grooves is relatively uniform with about one water molecule. However, the residence times in the minor groove are almost 40% higher than the average residence times in the major groove and the backbone. The Na$^{+}$ atoms preferentially bind to the guanine base in the major groove. Both grooves, however, exhibit similar residence times which are slightly higher than in the backbone.

Some further insight can also be obtained from the dipole autocorrelation function of water molecules that are initially located in the minor or major groove or backbone region. To this end, we compute the dipole autocorrelation function $d_{\text{ACF}}$ for the water molecules in the first hydration shell around the DNA molecule. We consider separately the water molecules that are initially in the minor and major grooves and the backbone. From the results in Figure 10 we observe that the $d_{\text{ACF}}$ for the water molecules in the minor groove decays significantly more slowly than does $d_{\text{ACF}}$ for waters in the major groove or along the backbone.

Dielectric Properties of the DNA Molecule. Another route for computation of the static dielectric constant is the fluctuations of the total dipole moment. If the system is surrounded by an infinite dielectric medium (with $\varepsilon_{RF}$), then the dielectric constant $\varepsilon$ of the system is

$$\varepsilon = \frac{1 + \left[ \frac{\left\langle \langle M^2 \rangle \rangle \text{V}_{\text{K}}T}{3\varepsilon_{\text{K}}V\text{K}_T}\right]\left[2\varepsilon_{RF} - 2\varepsilon_{RF} + 1\right]}{1 - \left[ \frac{\left\langle \langle M^2 \rangle \rangle \text{V}_{\text{K}}T}{3\varepsilon_{\text{K}}V\text{K}_T}\right]\left[1 - (2\varepsilon_{RF} - 1)\right]}$$

(4)

where $M$ and $V$ are the total dipole moment and volume of the system. The total dipole fluctuation can be separated into groups if the cross-term between two groups is much smaller than the self-terms of the two groups. The dielectric constants of parts of the DNA molecule can then be calculated using eq 4, where $V$ is the volume of a group. Prior to dipole moment evaluation the atom’s trajectories have to be unfolded to avoid the discontinuities that arise due to periodic boundary conditions. In order to take into account only the atom’s fluctuations, each configuration is translated so that the origin coincides with the DNA’s CoM. The rotational motion of the DNA can be eliminated, as for instance in the rmsd calculation, by fitting each configuration to the initial one.

The results for the phosphate, sugar, and base components of the DNA and the total DNA molecule are shown in Table 2. In Figure 11 we plot the cumulative averages of the total dipole moment fluctuations as a function of time for the phosphate, sugar, and base component of the DNA and the whole DNA molecule. We plot the obtained values for the AdResS simulations with AT region radius sizes of 1.5, 1.8, 2.1, and 2.4 nm and the reference atomistic simulation. The results for the base component are in very good agreement while larger differences are found for the phosphate and sugar.

The relative dielectric constant for the phosphate is found to be around 17, while the base and sugar components have relative dielectric constants around 2−3. The calculated dielectric constant is somewhat different for different simulations. However, we believe that this is due to the statistical error and not due to the AdResS simulation since no specific trend is observed in the dielectric constant as the AT region is increased. For the DNA molecule our simulations give the relative dielectric constant of about 5. A possible explanation for obtaining slightly lower dielectric constant might be in the DNA environment difference; i.e., our simulations are performed at the 1 M salt concentration, while the simulations in refs 3 and 8 only include the minimum number of Na$^{+}$ for charge neutrality. As for the difference with the experimental value of ∼8, one needs to point out that the
experiment actually gives the dielectric response of a condensed array of DNA molecules within the bacteriophage capsid, a feature not taken into account in any simulation. The difference in the orientational fluctuations that are in fact absent in the simulation and the amount of ordered vicinal vs disordered distal water are all factors that could be implicated in the different values of the dielectric constant in the model system and the experiment, as are of course also the inaccuracies in the parametrization of the atomistic force fields. We cannot easily single out or discard a single mechanism for this discrepancy.

**4. CONCLUSIONS**

We have presented a detailed multiscale simulation of a DNA molecule in a bathing electrolyte solution employing a hybrid AT/CG solvent model. The AT domain was limited to a cylinder embedding the DNA, while a CG water model was used farther away. This leads to a speedup in comparison to an all-atom simulation due to the salt solution CG model, which reduces the number of water degrees of freedom and introduces softer interactions. The actual speedup of AdResS simulations thus depends on the ratio between the AT and CG domain sizes. We showed that the multiscale simulations can

![Figure 10. Dipole autocorrelation function $\langle A_{CF} \rangle$ as a function of time. We average over water molecules that are initially in the first hydration shell of DNA and over all time origins. On the basis of the proximity analysis water molecules are assigned to either minor or major groove or the backbone. The results are shown for the AdResS simulations with AT region radius sizes of 1.5, 1.8, 2.1, and 2.4 nm and the reference all-atom simulation. Insets depict a zoom into time scales below the residence times. The plots show that the water molecules in the minor groove reorient significantly more slowly than the waters in the major groove or along the backbone.](image)

![Table 2. Relative Dielectric Constants of the DNA Molecule and Its Components Computed from the Total Dipole Fluctuations](table)

<table>
<thead>
<tr>
<th>group</th>
<th>$V$ (nm$^3$)</th>
<th>$\epsilon$ (1.5nm)</th>
<th>$\epsilon$ (1.8nm)</th>
<th>$\epsilon$ (2.1nm)</th>
<th>$\epsilon$ (2.4nm)</th>
<th>$\epsilon$ (∞)</th>
</tr>
</thead>
<tbody>
<tr>
<td>phosphate</td>
<td>2.48</td>
<td>18.3</td>
<td>21.1</td>
<td>17.3</td>
<td>15.7</td>
<td>17.0</td>
</tr>
<tr>
<td>sugar</td>
<td>2.51</td>
<td>2.7</td>
<td>2.8</td>
<td>2.7</td>
<td>2.4</td>
<td>2.6</td>
</tr>
<tr>
<td>base</td>
<td>3.03</td>
<td>2.1</td>
<td>2.1</td>
<td>2.0</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>DNA</td>
<td>8.02</td>
<td>5.6</td>
<td>5.9</td>
<td>5.4</td>
<td>4.5</td>
<td>5.0</td>
</tr>
</tbody>
</table>

"The corresponding volumes were calculated via double cubic lattice method. The convergence of the total dipole moment fluctuations is shown in Figure 11. The error of the dielectric constant is approximately 10%."
reproduce very well the statistical properties of the DNA molecule. The study was centered on the collective dielectric properties of the molecular environment surrounding the DNA, as well as on the DNA molecule itself.

Since the Poisson–Boltzmann based techniques and other continuum calculations of the electrostatic potential and counterion distributions around DNA are profoundly affected by the assumed dielectric model parameters, we believe that an accurate determination of the solvent and DNA dielectric constants presented in this work is especially useful in this particular context. The presented results could also be valuable to simulations with implicit solvent that incorporate empirical distance-dependent "effective" dielectric permittivities.
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