Molecular dynamics integration and molecular vibrational theory.

I. New symplectic integrators
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New symplectic integrators have been developed by combining molecular dynamics integration with the standard theory of molecular vibrations to solve the Hamiltonian equations of motion. The presented integrators analytically resolve the internal high-frequency molecular vibrations by introducing a translating and rotating internal coordinate system of a molecule and calculating normal modes of an isolated molecule only. The translation and rotation of a molecule are treated as vibrational motions with the vibrational frequency zero. All types of motion are thus described in terms of the normal coordinates. The method’s time reversibility requirement was used to determine the equations of motion for internal coordinate system of a molecule. The calculation of long-range forces is performed numerically within the generalized second-order leap-frog scheme, in the same way as in standard second-order symplectic methods. The new methods for integrating classical equations of motion using normal mode analysis allow us to use a long integration step and are applicable to any system of molecules with one equilibrium configuration. © 2005 American Institute of Physics. [DOI: 10.1063/1.1884607]

I. INTRODUCTION

The standard integrators for solving the classical equations of motion are the second-order symplectic leap-frog Verlet (LFV) algorithm1 and its variants. Their power lies in their simplicity since the only required information about the studied physical system are its interacting potential and the time scale of the fastest motion in the system, which determines the integration time step size. Therefore they are employed for solving dynamics problems in a variety of scientific fields, e.g., molecular dynamics (MD) simulation, 2,3 celestial mechanics, 4–6 and acceleror physics. 7 However, in the case of MD integration, the integration time step size is severely limited due to the numerical treatment of the high-frequency molecular vibrations, which represent the fastest motion in the system. 8 Therefore a huge number of integration steps is usually required to accurately sample the phase space composed of all the coordinates and momenta of all the particles. This is a time consuming task and is often too demanding for the capabilities of contemporary computers.

One way of overcoming the limitation of the standard methods’ integration time step size is to freeze the high-frequency motions using constraints as in SHAKE and RATTLE. 9,10 The problem of such an approach is that the treatment of bonds as constraints prevents the generation of low-frequency modes from coupled vibrations and it also prevents the relaxation of vibrations under the influence of an external field. 11 Also, the high-frequency peaks cannot be reproduced in computed vibrational spectra. An alternative way is to use multiple integration time stepping schemes, e.g., Verlet-I/r-RESPA, 12,13 where the high-frequency molecular vibrations are numerically integrated with correspondingly shorter integration time steps as used for remaining low-frequency motion. The increase of the integration time step size is obtained by adding extra information about the studied physical system with respect to the LFV algorithm, i.e., all time scales and different types of interactions in the system must be considered. 14–21 Thus there is a trade-off between a method’s simplicity and general applicability to different kinds of physical systems (LFV algorithm) and a method’s increased efficiency for a specific physical systems, i.e., molecular systems (Verlet-I/r-RESPA).

Another approach is the analytical treatment of high-frequency molecular vibrations, which requires the standard theory of molecular vibrations 22 to be built into the integration method. In this way the fast degrees of freedom are rigorously treated and not removed, as in the case of rigid-body dynamics, 23–25 where small molecules are treated as rigid bodies. The first attempt in this direction was introduced in Ref. 26 where an integration algorithm for MD simulations of an isolated linear molecule using the splitting of the total Hamiltonian into the high-frequency harmonic and low-frequency remaining part was presented. The high-frequency molecular vibrations, which were described only by the harmonic bond stretching potential, were resolved analytically using the normal coordinates. The method introduced in Ref. 26 was extended in Refs. 27 and 28 to also treat systems of linear molecules. An important methodological step in the development of this approach is presented in Ref. 29 where normal modes with frequency zero were first used for describing the rotation and translation of molecules. In addition the angle bending term was also included for analytical description of the vibrational motion. A study of the system density dependence of the size of the maximal allowed integration time step is presented in Ref. 30. However, the equations defining the equilibrium configuration of
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each molecule and its motion, which are the fundamental components of the described method, have not been presented yet.

A major goal of the present paper is to present a new semianalytical symplectic MD integration method split integration symplectic method (SISM), which combines the standard theory of molecular vibrations and MD integration. The key feature in which the presented approach differs from all other similar approaches for MD integration is the analytical description of coupled molecular vibrations, which is possible only by using the normal coordinates and a translating and rotating internal coordinate system of each molecule. The description of molecular motion in terms of normal coordinates provided by the standard theory of molecular vibrations is also extended to translation and rotation, which are treated as vibration with zero normal mode frequency. The presented MD integration methods are thus the direct implementation of the standard theory of molecular vibrations to calculate the MD trajectories of a molecular system, where all degrees of freedom are treated classically. Similar approaches either apply the standard theory of molecular vibrations to analytically treat the quantum-mechanical intramolecular vibrational degrees of freedom, or do not use the standard theory of molecular vibrations, in particular, the concept of Eckart frame, and can therefore treat the molecular vibrations only as one-dimensional harmonic oscillators with a single high-frequency of oscillation and a fixed direction-in space, e.g., NAPA.

Another goal is to describe two variants of the SISM. First, the multiple time stepping SISM (SISM-MTS) which besides an analytical treatment of high-frequency molecular vibrational motion uses also a shorter integration time step for the numerical integration of high-frequency anharmonic vibration terms and a correspondingly longer time step for the dynamics generated by the electrostatic and van der Waals interactions. Second, the equilibrium SISM (SISM-EQ), which also treats high-frequency vibrations analytically but the van der Waals and electrostatic potential energies are calculated from the equilibrium positions of atoms instead of from the actual positions of the atoms in a molecule. In this way a new averaging function, introduced here, is derived from the standard theory of molecular vibrations, to mollify the impulse of the electrostatic and van der Waals forces as proposed in Refs. 35–37, which improves the stability of the presented integration methods. Combining the SISM-MTS and SISM-EQ approaches leads to the equilibrium multiple time stepping SISM (SISM-MTS-EQ) method by which the optimum enlargement of the integration time step is achieved.

Shematic presentation of the new symplectic integrators is given in Fig. 1. These methods are applied in the accompanying papers to various simulations of different systems of molecules with one equilibrium configuration and no internal rotation. The results indicate that the presented integrators, due to the analytical treatment of high-frequency motions, allow considerably longer integration time steps than the standard LFV algorithm for the same computational accuracy and computational cost per integration step.

**FIG. 1. New symplectic integrators.**

### II. MOLECULAR MOTION CHARACTERIZED IN NORMAL COORDINATES

To describe the atoms’ motion in molecules by normal coordinates we have modified the dynamical molecular model introduced in Ref. 32 for molecules with only one equilibrium configuration and no internal rotation. Using this approach we are able to define the dynamics of the internal coordinate system of a molecule and describe vibrational, translational, and rotational motion in normal coordinates.

First, we introduce a fixed Cartesian coordinate system defined by the orthogonal right-handed triad of unit vectors $e_i$, $i=1, 2, 3$ and denote the instantaneous position vectors of $N$ atoms of a molecule of the system relative to its origin by $r_{\alpha}$, $\alpha=1,2,\ldots,N$ as presented in Fig. 2. The molecule center-of-mass vector $R$ is defined as

$$R = \sum_\alpha m_\alpha r_\alpha / \sum_\alpha m_\alpha. \tag{1}$$

Next, we introduce the translating and rotating internal coordinate system of the molecule, which is attached to the molecule and moves with it. In the standard theory of molecular vibrations, the Eckart frame, defined in Appendix A, is chosen to be the internal coordinate system. The Eckart frame is the internal coordinate system where the coupling between the vibrational and rotational degrees of freedom of a molecule is zero at equilibrium. In principle, one can also choose an alternative reference frame for the internal coordinate system, as we propose in the present work.

The equilibrium positions of atoms relative to the molecule’s center of mass are then given by vectors $c_\alpha$,

$$c_\alpha = \sum_i c_{\alpha i} f_i, \tag{2}$$

where the orthogonal right-handed triad of unit vectors $f_i$, $i=1, 2, 3$ with the origin in the center of mass of a molecule...
defines the internal coordinate system of the molecule (see Fig. 2).

The equilibrium positions of atoms in the Cartesian coordinate system are given by

\[ d_a = \mathbf{R} + \mathbf{c}_a, \]  

(3)
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The displacement vectors of atoms from their equilibrium positions are therefore defined as

\[ \mathbf{r}_a = \mathbf{R} - d_a. \]  

(4)
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If the displacement vectors are written in terms of the internal coordinate system, the relative Cartesian displacement coordinates are

\[ \mathbf{r}_a = (\mathbf{r}_a \cdot \mathbf{f}_i) \mathbf{f}_i + (\mathbf{r}_a \cdot \mathbf{f}_2) \mathbf{f}_2 + (\mathbf{r}_a \cdot \mathbf{f}_3) \mathbf{f}_3 \]

= \Delta r_a \mathbf{f}_1 + \Delta y_a \mathbf{f}_2 + \Delta z_a \mathbf{f}_3,  

(5)

where \( \mathbf{f}_1, \mathbf{f}_2, \) and \( \mathbf{f}_3 \) point along \( x, y, \) and \( z \) directions of the internal coordinate system, respectively.

Using the internal coordinate system, the velocity of each atom can be split into three parts:22

\[ \mathbf{v}_a = \mathbf{R} + \Omega \times (\mathbf{r}_a - \mathbf{R}) + \Delta \mathbf{v}_a = \mathbf{v}_a^{\text{trans}} + \mathbf{v}_a^{\text{rot}} + \mathbf{v}_a^{\text{vib}}, \]  

(6)

where \( \mathbf{R} \) is the center-of-mass velocity and represents the translational contribution, \( \Omega \times (\mathbf{r}_a - \mathbf{R}) \) is the contribution due to rotation of the internal coordinate system, and \( \Delta \mathbf{v}_a \) is the velocity of the \( a \) atom in the internal coordinate system

\[ \Delta \mathbf{v}_a = \Delta x_a \mathbf{f}_1 + \Delta y_a \mathbf{f}_2 + \Delta z_a \mathbf{f}_3, \]  

(7)

and represents the vibrational contribution.

The angular velocity \( \Omega \) of the Eckart frame is obtained by differentiating equation for Eckart conditions, Eq. (A4), with respect to time

\[ \mathbf{v}_a = \mathbf{J}\mathbf{v}_a + \mathbf{c}_a \times (\mathbf{R} - \dot{\mathbf{R}}), \]  

(8)

where \( \mathbf{J} \in \mathbb{R}^{3 \times 3} \) is defined as \(^{40,41}\)

\[ \mathbf{J'} = \sum \frac{m_a}{(\mathbf{1} - \mathbf{R} \cdot \mathbf{R}) \mathbf{c}_a}. \]  

(9)

Here \( \otimes \) is a tensor product of two vectors defined as \( \mathbf{A} = a \otimes b = a_b \mathbf{e}_k \) and \( \mathbf{I} \in \mathbb{R}^{3 \times 3} \) represents the identity matrix. Note that \( \mathbf{J'} \) in the case of nonrigid molecules differs from the tensor of a molecule’s instantaneous moment of inertia.

The unit vectors \( \mathbf{f}_i, i = 1, 2, 3, \) of the Eckart frame vary according to

\[ \dot{\mathbf{f}}_i = \mathbf{\Omega} \times \mathbf{f}_i, \quad i = 1, 2, 3. \]  

(10)

The kinetic energy can be, by virtue of Eq. (A4), expressed as \(^{22}\)

\[ T = \frac{1}{2} \sum m_a \mathbf{v}_a^2 = \frac{1}{2} \mathbf{R}^2 \sum m_a \]

\[ + \frac{1}{2} \sum m_a [\mathbf{\Omega} \times (\mathbf{r}_a - \mathbf{R})] \cdot [\mathbf{\Omega} \times (\mathbf{r}_a - \mathbf{R})] \]

\[ + \frac{1}{2} \sum m_a \Delta \mathbf{v}_a^2 + \frac{1}{2} \sum m_a (\mathbf{\rho}_a \cdot \Delta \mathbf{v}_a) \]

\[ = T_{\text{trans}} + T_{\text{rot}} + T_{\text{vib}} + T_{\text{Coriolis}}. \]  

(11)

The first term represents the translational energy of a molecule, the second rotational energy, the third vibrational energy, and the fourth one the coupling between rotation and vibration—the Coriolis energy. Translation is completely separated from the vibrational and rotational motion while rotation and vibration are coupled.

Using Eq. (6) we can write Eq. (7) as

\[ \Delta \mathbf{v}_a = \frac{d\Delta x_a}{dt} \mathbf{f}_1 + \frac{d\Delta y_a}{dt} \mathbf{f}_2 + \frac{d\Delta z_a}{dt} \mathbf{f}_3 = \Delta u_a \mathbf{f}_1 + \Delta v_a \mathbf{f}_2 + \Delta w_a \mathbf{f}_3 \]

\[ + \Delta u_a \mathbf{f}_3 = (\Delta v_a \cdot \mathbf{f}_i) \mathbf{f}_i + (\Delta w_a \cdot \mathbf{f}_j) \mathbf{f}_j + (\Delta v_a \cdot \mathbf{f}_3) \mathbf{f}_3 \]

\[ = [[\mathbf{v}_a - \mathbf{R} - \mathbf{\Omega} \times (\mathbf{r}_a - \mathbf{R})] \cdot \mathbf{f}_i] \mathbf{f}_i + [[\mathbf{v}_a - \mathbf{R} - \mathbf{\Omega} \times (\mathbf{r}_a - \mathbf{R})] \cdot \mathbf{f}_j] \mathbf{f}_j + [[\mathbf{v}_a - \mathbf{R} - \mathbf{\Omega} \times (\mathbf{r}_a - \mathbf{R})] \cdot \mathbf{f}_3] \mathbf{f}_3, \]

(12)

From Eq. (12) follows that only the vibrational part of the atom velocity \( \Delta \mathbf{v}_a = \mathbf{v}_a^{\text{vib}} \) is expressed in terms of the relative Cartesian displacement coordinates and consequently in terms of normal coordinates.\(^{22}\)

Alternatively, we can describe also rotation and translation of a molecule in terms of the normal coordinates. To do so the whole atom velocity needs to be expressed in terms of the relative Cartesian displacement coordinates

\[ \Delta \mathbf{v}_a = \Delta u_a \mathbf{f}_1 + \Delta v_a \mathbf{f}_2 + \Delta w_a \mathbf{f}_3 \]

\[ = (\Delta v_a \cdot \mathbf{f}_i) \mathbf{f}_i + (\Delta w_a \cdot \mathbf{f}_j) \mathbf{f}_j + (\Delta v_a \cdot \mathbf{f}_3) \mathbf{f}_3 \]

\[ = (\mathbf{v}_a \cdot \mathbf{f}_i) \mathbf{f}_i + (\mathbf{v}_a \cdot \mathbf{f}_j) \mathbf{f}_j + (\mathbf{v}_a \cdot \mathbf{f}_3) \mathbf{f}_3, \]  

(13)

From Eqs. (6) and (13) follows

\[ \Delta \mathbf{v}_a = \frac{d\Delta x_a}{dt} \mathbf{f}_1 + \frac{d\Delta y_a}{dt} \mathbf{f}_2 + \frac{d\Delta z_a}{dt} \mathbf{f}_3 \]

\[ = (\Delta v_a \cdot \mathbf{f}_i) \mathbf{f}_i + (\Delta w_a \cdot \mathbf{f}_j) \mathbf{f}_j + (\Delta v_a \cdot \mathbf{f}_3) \mathbf{f}_3 \]

\[ = (\mathbf{v}_a \cdot \mathbf{f}_i) \mathbf{f}_i + (\mathbf{v}_a \cdot \mathbf{f}_j) \mathbf{f}_j + (\mathbf{v}_a \cdot \mathbf{f}_3) \mathbf{f}_3, \]  

(14)

From Eqs. (6) and (14) follows
\[ \Delta v_a = v_a = r_a = \dot{R} + \Omega \times (r_a - R) + \Delta v_a, \]  
which implies that
\[ \dot{R} + \Omega \times (r_a - R) = 0, \]
and therefore
\[ \dot{R} = 0, \]
\[ \Omega = 0. \]  
Equation (16) requires the origin of the internal coordinate system to be at rest and from Eq. (17) follows that \( \mathbf{f}_i = \Omega \times \mathbf{f}_i = 0, \) \( i = 1, 2, 3. \) These conditions demand that the internal coordinate system is fixed (the velocity in the internal coordinate system must be equal to the velocity in the Cartesian coordinate system), which means that the equilibrium configuration of the molecule is also at rest,
\[ \Delta v_a = \rho_a - \Omega \times \rho_a = \dot{r}_a - \dot{d}_a = r_a - v_a \Rightarrow \dot{d}_a = 0. \]  
(18)

It is important to emphasize that the dynamics of the internal coordinate system obeying the conditions (16) and (17) is different from the dynamics of the Eckart frame [see Eq. (8)], which is employed in the standard theory of molecular vibrations. Due to the translational and rotational motion, the position of the center of mass as well as the orientation of a molecule change. The requirements (16) and (17) reflect the change in understanding of the translational and rotational motion of a molecule which are here treated as vibrations with zero frequency. The motion of the center of mass and the orientation of a molecule are thus described by the equations of motion for the normal coordinates with frequency zero.

The vibrational potential energy can be expanded in a power series of the relative displacements of atoms from their equilibrium positions as
\[ V_{\text{vib}} = V_{\text{vib}}^{\text{eq}} + \frac{1}{2} \sum_{i=1}^{3N} \left( \frac{\partial^2 V_{\text{vib}}}{\partial q_i^2} \right) q_i^2 + \cdots, \]
where
\[ q_i = (\Delta q_{1i}, \Delta q_{2i}, \ldots, \Delta q_{3Ni}) = (\Delta x_i, \Delta y_i, \Delta z_i, \ldots, \Delta x_N, \Delta y_N, \Delta z_N) \]
is a vector of the relative displacements of atoms from their equilibrium positions. We set \( V_{\text{vib}}^{\text{eq}} = 0 \) and \( \langle \partial V_{\text{vib}} / \partial q_i \rangle = 0 \) because there are no forces acting on atoms in the equilibrium positions.\(^{22}\)

The standard theory of molecular vibrations considers only motions in which all coordinates vary by infinitesimal amounts. In molecular systems, however, the atoms’ coordinate change by finite amounts due to the translational and rotational motion of molecules. By introducing the Eckart frame for the internal coordinate system of a molecule, the problem of vibrational motion of a molecule can be considered independently from its rotation and translation.\(^{22}\) Using the Eckart frame we can define equilibrium positions of the atoms in a molecule in such a way that the displacements of the atoms are sufficiently small, so that the normal mode analysis can be applied.

In normal mode analysis, where it is assumed that \( \Delta q_i \) are sufficiently small, only quadratic terms are kept in the expansion (19) and all higher terms are neglected.\(^{22}\)
\[ V_{\text{vib}} = V_{\text{harm}} = \frac{1}{2} \sum_{i,j=1}^{3N} \left( \frac{\partial^2 V_{\text{vib}}}{\partial q_i \partial q_j} \right) q_i q_j \]
\[ = \frac{1}{2} \sum_{i,j=1}^{3N} \left( \frac{\partial^2 V_{\text{harm}}}{\partial q_i \partial q_j} \right) q_i q_j = \frac{1}{2} \sum_{i,j=1}^{3N} H_{ij} q_i q_j \]
\[ = \frac{1}{2} \Delta q \cdot H \cdot \Delta q. \]  
(20)

Here
\[ H_{ij} = H_{ji} = \left( \frac{\partial^2 V_{\text{vib}}}{\partial q_i \partial q_j} \right) = \left( \frac{\partial^2 V_{\text{harm}}}{\partial q_i \partial q_j} \right) \]  
are the elements of the Hessian \( H \in \mathbb{R}^{3N \times 3N} \), symmetric matrix of the second derivatives of the vibrational potential energy.

To determine the vibrational motions of the system, the eigenvalues and eigenvectors of the mass-weighted Hessian \( M^{1/2} \cdot H \cdot M^{-1/2} \) have to be calculated.\(^{22,43-45}\) This leads to solving a secular equation
\[ \det(M^{1/2} \cdot H \cdot M^{-1/2} - \lambda I) = 0, \]  
(22)
where \( M \in \mathbb{R}^{3N \times 3N} \) is a diagonal mass matrix. The diagonal elements are \( M_{11} = m_1, M_{22} = m_1, M_{33} = m_1, \ldots, M_{3N-2,3N-2} = m_N, M_{3N-1,3N-1} = m_N, M_{3N,3N} = m_N. \) For a nonlinear molecule composed of \( N \) atoms, \( 3N-6 \) nonzero eigenvalues, \( \omega_k = \sqrt{\lambda_k} \), provide the normal, or fundamental, frequencies of vibration and their associated eigenvectors, normal modes, give the directions and relative amplitudes of the atomic displacements in each mode. Six of \( 3N \) roots in the Eq. (22) are zero. They correspond to three translations and three rotations of a molecule as a whole.\(^{22}\)

Once the normal modes and normal frequencies are determined the normal coordinates \( Q_k, k=1,2,\ldots,3N \) can be introduced, which are in terms of the relative Cartesian displacement coordinates defined by a linear orthogonal transformation and represent independent degrees of freedom. The columns of the transformational matrix \( A \) between the normal and relative Cartesian displacement coordinates,\(^{42}\)
\[ Q_k = \sqrt{M_i} A_{ik} \Delta q_i, \quad k = 1,2,\ldots,3N, \]  
(23)
are the eigenvectors of \( M^{1/2} \cdot H \cdot M^{-1/2} \).

The equations of motion for the normal coordinates are
\[ \ddot{Q}_k + \lambda_k \dot{Q}_k = \widetilde{Q}_k + \omega_k^2 Q_k = 0, \quad k = 1, 2, \ldots, 3N \]  
(24)

and hold only for positive \( \omega_k \).  

3N-6 normal coordinates, which correspond to \( \omega_k > 0 \), describe molecular vibrations. The remaining six normal coordinates describing three translations and rotations of a molecule are introduced in such a way that the conditions required to define the Eckart frame can be written as  

\[ Q_k = 0, \quad \dot{Q}_k = 0, \quad k = 3N-5, \ldots, 3N. \]  
(25)

The Eckart frame is therefore the internal coordinate system, which determines such equilibrium positions of atoms that their displacements are zero in the normal modes with \( \omega_k = 0 \) that describe rotational and translational motions of a molecule.

The momentum \( P_k \) conjugate to the normal coordinate \( Q_k \) is defined as

\[ P_k = \frac{\partial T}{\partial \dot{Q}_k} = \dot{Q}_k + f(m_1, \ldots, m_N, Q_1, \ldots, Q_{3N-6}, \Omega), \]  
(26)

where \( f(m_1, \ldots, m_N, Q_1, \ldots, Q_{3N-6}, \Omega) \neq 0 \) is a function of \( \Omega, m_\alpha, \alpha = 1, \ldots, N \), and \( Q_k, k = 1, \ldots, 3N-6 \) and stems from the coupling between rotational and vibrational degrees of freedom.  

In accordance with Eq. (12),

\[ 2T_{\text{vb}} = \sum_{\alpha=1}^{N} m_\alpha \Delta v_\alpha^2 = \sum_{k=1}^{3N} \dot{Q}_k^2 = \sum_{k=1}^{3N-6} \dot{Q}_k^2. \]  
(27)

In the standard theory of molecular vibrations the translational and rotational degrees of freedom are described by the equations of motion for the center of mass \( \mathbf{R} = \sum_\alpha m_\alpha \mathbf{x}_\alpha / \sum_\alpha m_\alpha \) and orientation of a molecule, Eq. (10). As it turns out this kind of approach is very difficult to implement in an integration method for MD simulation due to the Coriolis coupling between rotation and vibration.

Alternatively, we use Eq. (13) for the velocity transformation. The total kinetic energy of a molecule can then be in terms of the normal coordinates written as

\[ T = \frac{1}{2} \sum_\alpha m_\alpha \dot{x}_\alpha^2 + \frac{1}{2} \sum_\alpha m_\alpha \dot{\Delta v}_\alpha^2 - \frac{1}{2} \sum_{k=1}^{3N} \dot{Q}_k^2. \]  
(28)

In this sum, as opposed to Eqs. (11) and (27), also included are the normal coordinates with \( \omega_k = 0 \) for which \( \dot{Q}_k \) is, in general, nonzero. In this case the momentum conjugate to the normal coordinate \( \dot{Q}_k \)

\[ P_k = \frac{\partial T}{\partial \dot{Q}_k} = \dot{Q}_k. \]  
(29)

The expression (29) differs from Eq. (26), where only the vibrational part of the velocity is expressed in terms of the normal coordinates, in that there is no coupling term between rotation and vibration.

The total kinetic energy can now be written in terms of \( P_k \) as

\[ T = \frac{1}{2} \sum_{k=1}^{3N} P_k^2. \]  
(30)

which already takes the Hamiltonian form, as opposed to Eq. (11), since it is expressed with momenta only. This is an important fact for the application of Hamilton mechanics in MD simulation where the Hamiltonian of the system must be expressed as a function of generalized coordinates and their conjugate momenta, and not as a function of coordinates and velocities.

Using Eq. (29), the equations of motion (24) take the Hamiltonian form as

\[ \frac{d}{dt} P_k = -\omega_k^2 \dot{Q}_k, \quad \frac{d}{dt} \dot{Q}_k = P_k, \quad k = 1, 2, \ldots, 3N. \]  
(31)

The general solution of this Hamilton system of equations is

\[ Q_k(t) = A_k \sin(\omega_k t + e_k), \]  
(32)

\[ P_k(t) = \omega_k A_k \cos(\omega_k t + e_k), \]  
(33)

where \( A_k \) and \( e_k \) are the amplitude and the vibrational phase determined from the initial values \( Q_k(0) \) and \( P_k(0) \), respectively.

The particular solution of the system (31) can be written as

\[ \begin{bmatrix} P_k(t) \\ Q_k(t) \end{bmatrix} = \begin{bmatrix} \cos(\omega_k t) & -\omega_k \sin(\omega_k t) \\ \frac{1}{\omega_k} \sin(\omega_k t) & \cos(\omega_k t) \end{bmatrix} \begin{bmatrix} P_k(0) \\ Q_k(0) \end{bmatrix}. \]  
(34)

Equation (34) describes vibrational motion corresponding to the normal mode \( k \) with \( \omega_k > 0 \).

Since here the internal coordinate system is not equal to the Eckart frame, which is not fixed at any time, the requirements \( Q_k = 0 \) and \( \dot{Q}_k = 0 \) for the normal coordinates corresponding to \( \omega_k = 0 \) given by Eq. (25) are no longer valid. The equations of motion for the translation and rotation of a molecule in terms of the normal coordinates, obtained from Eq. (34) for the normal coordinates with \( \omega_k = 0 \) and using \( \lim_{\alpha \to 0} (\sin \alpha / \alpha) = 1 \), are

\[ P_k(t) = P_k(0). \]  
(35)

\[ Q_k(t) = P_k(0) t + \dot{Q}_k(0). \]  
(36)

Since rotation is described by Eq. (36) in the same way as translation, it follows that Eq. (36) cannot be used for the description of rotation of a molecule for infinitely long times \( t \). Equations (34) and (36) hold only for finite time intervals. In the integration method for MD simulation, in which Eqs. (34) and (36) are used for the propagation of the normal coordinates, the internal coordinate system cannot be fixed, but must be moved at least once per integration step so that Eq. (36) can be used to describe both the rotation and translation of a molecule. At the same time the internal coordinate system of a molecule must be fixed at that point in the algorithm where Eqs. (34) and (36) are applied, so that Eq. (13) holds for the transformation of the velocity.

Expressing the total velocity in terms of the normal coordinates simplifies the treatment of vibrational and rotational degrees of freedom. In Eq. (28), the problem of cou-
pling between vibration and rotation is avoided since they are decoupled, which is not the case in Eq. (11). Also, there are no system forces present in the internal coordinate system because it is fixed during the propagation of the normal coordinates by Eqs. (34) and (36). This greatly simplifies the transformations between Cartesian and relative Cartesian displacement coordinates. Thus the description of all degrees of freedom of a molecule in terms of the normal coordinates, which we have used in our MD integration approach, is more convenient for the development of a new integration method for MD simulation than the standard approach in which only vibrational degrees of freedom are treated with the normal coordinates.

III. NEW SYMPLECTIC INTEGRATORS

The new symplectic methods for MD integration are developed by implementing the derived dynamics of the internal coordinate system of a molecule into MD integration scheme.

In MD simulations for each atom of the system the Hamiltonian equations are solved

\[
\frac{d\eta}{dt} = \{\eta, H\} = \hat{L}_H \eta,
\]

where \(\hat{L}_H\) is the Lie operator, \(\{\}\) is the Poisson bracket, and \(\eta = (q, p)\) is a vector of the coordinates of all the particles and their conjugate momenta.

The formal solution of the Hamiltonian system (37) can be written in terms of Lie operators as

\[
\eta|_{t_k + \Delta t} = \exp(\Delta t \hat{L}_H) \eta|_{t_k},
\]

and represents the exact time evolution of a trajectory in phase space composed of coordinates and momenta of all the particles from \(t_k\) to \(t_k + \Delta t\), where \(\Delta t\) is the integration time step.\(^{42}\)

A. Split integration symplectic method

The first step in the development of a new symplectic integration method is to split the Hamiltonian \(H\) of a system into two parts,\(^{26,27}\)

\[
H = H_0 + H_r,
\]

where \(H_0\) is the part of the Hamiltonian that can be solved analytically and \(H_r\) is the remaining part.

Next, a second-order approximation for Eq. (38), known as the generalized leap-frog scheme,\(^ {47,48}\) is used

\[
\eta|_{t_k + \Delta t} = \exp\left(\frac{\Delta t}{2} \hat{L}_{H_0}\right) \exp(\Delta t \hat{L}_H) \eta|_{t_k} + O(\Delta t^2),
\]

which defines the SISM. The whole integration time step combines the analytical evolution of \(H_0\) with a correction from \(H_r\) resolved by numerical integration.

The model Hamiltonian has the following form:

\[
H = \sum_i \frac{p_i^2}{2m_i} + \frac{1}{2} \sum_{\text{bonds}} k_i (b - b_0)^2 + \frac{1}{2} \sum_{\text{angles}} k_i \theta (\theta - \theta_0)^2 + \frac{1}{2} \sum_{\text{torsions}} V_0 (\phi - \phi_0)^2 + \sum_{i \neq j} \frac{e_i e_j}{4 \pi \epsilon_0 r_{ij}} + \sum_{i \neq j} 4 \epsilon_{ij} \left[ \frac{\sigma_{ij}}{r_{ij}} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right],
\]

where \(i\) and \(j\) run over all atoms, \(m_i\) is the mass of the \(i\)th atom, \(p_i\) is the linear momentum of the \(i\)th atom, \(b_0\) and \(\theta_0\) are reference values for bond lengths and angles, respectively, \(k_i\) and \(k_i\) are corresponding force constants, \(\phi_0\) are the reference values for the torsion angles, and \(V_0\) are the corresponding barrier heights, \(e_i\) denotes the charge on the \(i\)th atom, \(\epsilon_0\) is the dielectric constant in vacuum, \(r_{ij}\) is the distance between the \(i\)th and \(j\)th atoms, and \(\sigma_{ij}\) and \(\sigma_{ij}\) are the corresponding constants of the Lennard-Jones potential.

The Hamiltonian (41) is a typical MD Hamiltonian that describes a system of molecules with only one equilibrium configuration and no internal rotation. We assume that the height of the barrier of the torsional potential is large enough that the motion of atoms in the vicinity of the minimum of the torsional potential can be treated as a harmonic vibration around the equilibrium configuration. The vibrational potential energy defined by Eq. (19) for an individual molecule, is therefore the sum of vibrational potential energies of all the molecules in the system,

\[
V_{\text{vib}} = \sum_{j' = 1}^m V_{\text{vib},j'} = \sum_{j' = 1}^m \left[ \frac{1}{2} \sum_{\text{bonds}} k_{ij} (b - b_0)^2 + \frac{1}{2} \sum_{\text{angles}} k_{ij} \theta (\theta - \theta_0)^2 + \frac{1}{2} \sum_{\text{torsions}} V_0 (\phi - \phi_0)^2 \right],
\]

where \(V_{\text{vib},j'}\) is the vibrational potential energy of the \(j'\)th molecule.

The pure harmonic Hamiltonian \(H_0\) in the splitting (39) is defined as the sum of vibrational energies of all the molecules in the system,

\[
H_0 = T + V_{\text{harm}} = \sum_{j' = 1}^m (T_{j'} + V_{\text{harm},j'}),
\]

where \(T = \sum_i p_i^2 / 2m_i\) is the kinetic energy of all the atoms in the system, \(T_{j'}\) is the kinetic energy of the \(j'\)th molecule, \(V_{\text{harm}}\) is the harmonic vibrational potential energy, which is for an individual molecule defined by Eq. (20), \(V_{\text{harm},j'}\) is the corresponding harmonic vibrational potential energy of the \(j'\)th molecule, and \(m\) is the number of all the molecules in the system.

The remaining part of the Hamiltonian,

\[
H_r = H - H_0 = V_{\text{nb}} + V_{\text{ah}},
\]

is then equal to the sum of the nonbonded potential energy...
and the anharmonic vibrational potential energy of higher terms (cubic, quartic, etc.) in terms of displacements of atoms from their equilibrium positions

\[ V_{an} = V_{vib} - V_{harm}. \] (46)

The underlying principle to enable the SISM to permit longer integration time steps lies in the analytical treatment of high-frequency vibrations described by \( H_0 \). The propagation scheme (40) enables us to treat the time evolution of the vibrational, rotational, and translational degrees of freedom of each molecule [described by \( \exp((\Delta t/2)\hat{L}_{H_0}) \)] independently of all other molecules in the system because the total intermolecular interactions are described by a separate term \( \exp(\Delta t\hat{L}_{H_0}) \). Each molecule is treated as an isolated molecule when propagating by \( \exp((\Delta t/2)\hat{L}_{H_0}) \). Propagation by \( \exp(\Delta t\hat{L}_{H_0}) \) can therefore be solved analytically using the theory described in previous section. Since the normal mode analysis has to be carried out only once at the outset of the simulation for an isolated molecule only, a translating and rotating internal coordinate system of a molecule must be defined. For the introduced internal system of a molecule the model described in previous section was incorporated into the SISM.

The description of time evolution of the rotational and translational degrees of freedom of a molecule in terms of the normal coordinates with vibrational frequency zero (\( \omega = 0 \)) is closely related to the introduction of the moving and rotating internal coordinate system of a molecule. Therefore the total linear momentum of every atom in a molecule is expressed in terms of the normal coordinates, so that Eqs. (34)–(36) hold for every molecule in the system.

The transformations between Cartesian, relative Cartesian, and normal coordinates of a molecule in the system used here are as follows. Let \( \mathbf{c}_i, i = 1, 2, 3 \), \( \mathbf{e}_j, j = 1, 2, 3 \) be the unit vectors of the Cartesian coordinate system. The transformation from the Cartesian coordinates \( X_a, Y_a, Z_a \) where \( \mathbf{r}_a = X_a \mathbf{e}_1 + Y_a \mathbf{e}_2 + Z_a \mathbf{e}_3 \), and \( \mathbf{R}_a = X_1 \mathbf{e}_1 + Y_1 \mathbf{e}_2 + Z_1 \mathbf{e}_3 \), to relative Cartesian displacement coordinates \( \Delta X_a, \Delta Y_a, \Delta Z_a \) is given by Eq. (5), where the displacements of the atoms from their equilibrium positions \( \mathbf{p}_a \) and the unit vectors of the internal coordinate system \( \mathbf{f}_i, i = 1, 2, 3 \) are expressed in terms of the Cartesian coordinates

\[ \mathbf{f}_i = f_{ix} \mathbf{e}_1 + f_{iy} \mathbf{e}_2 + f_{iz} \mathbf{e}_3, \quad i = 1, 2, 3, \] (47)

\[ \mathbf{p}_a = \begin{pmatrix} X_a - X - \sum_{i=1}^{3} c_i^a f_{ix} \\ Y_a - Y - \sum_{i=1}^{3} c_i^a f_{iy} \\ Z_a - Z - \sum_{i=1}^{3} c_i^a f_{iz} \end{pmatrix}. \] (48)

The subscripts \( X, Y, Z \) denote \( x, y, z \) components of Cartesian coordinate system, respectively. By virtue of Eqs. (47) and (48) the relative Cartesian displacement coordinates are expressed as
\[ \Delta p_a = p_a \cdot f_1 = p_a f_3 + p_a f_3 + p_a f_3, \quad (53) \]

where \( p_a = m_a v_a \) is the linear momentum, \( p_a = p_a f_1 + p_a f_2 + p_a f_3 \).

Back transformation of momenta is the same as in the case of the transformation of the coordinates given by Eq. (51) as

\[ \mathbf{p}_a = \Delta \mathbf{p}_a f_1 + \Delta \mathbf{p}_a f_2 + \Delta \mathbf{p}_a f_3 = (\Delta p_{a1} f_{11} + \Delta p_{a2} f_{12} + \Delta p_{a3} f_{13}) e_1 
+ (\Delta p_{a1} f_{21} + \Delta p_{a2} f_{22} + \Delta p_{a3} f_{23}) e_2 
+ (\Delta p_{a1} f_{31} + \Delta p_{a2} f_{32} + \Delta p_{a3} f_{33}) e_3. \quad (54) \]

Transformation from the relative Cartesian displacement coordinates to the normal coordinates is given by Eq. (23) with the help of Eq. (29) as

\[ Q_l = \sum_{i=1}^{3N} \frac{1}{\sqrt{M_{ii}}} A_{il} \Delta q_i, \quad (55) \]

\[ P_l = \sum_{i=1}^{3N} \frac{1}{\sqrt{M_{ii}}} A_{il} \Delta p_i, \quad (56) \]

where

\[ \Delta q = (\Delta q_1, \Delta q_2, \ldots, \Delta q_N) \]

\[ = (\Delta x_1, \Delta y_1, \Delta z_1, \ldots, \Delta x_N, \Delta y_N, \Delta z_N) \]

is a vector of relative Cartesian displacement coordinates and their corresponding momenta are

\[ \Delta \mathbf{p} = (\Delta p_1, \Delta p_2, \ldots, \Delta p_N) \]

\[ = (\Delta p_{11}, \Delta p_{12}, \ldots, \Delta p_{1N}, \Delta p_{21}, \Delta p_{22}, \ldots, \Delta p_{2N}, \ldots, \Delta p_{N1}, \Delta p_{N2}, \ldots, \Delta p_{NN}). \]

The subscripts \( x, y, z \) denote \( x, y, z \) components of the internal coordinate system, respectively.

Back transformation from the normal coordinates to the relative Cartesian displacement coordinates is given by

\[ \Delta q_i = \frac{1}{\sqrt{M_{ii}}} \sum_{l=1}^{3N} A_{il} Q_l, \quad (57) \]

\[ \Delta p_i = \sqrt{M_{ii}} \sum_{l=1}^{3N} A_{il} P_l, \quad (58) \]

since the transformation matrix \( A \) is orthogonal.

1. Dynamics of internal coordinate system

The internal coordinate system of a molecule changes with time because the rotation of a molecule changes the orientation of the internal coordinate system while the translational motion of a molecule shifts its origin. As follows from derivation of Eqs. (13)–(18), the conditions (16) and (17) require the internal coordinate system of a molecule to remain fixed during the propagation by \( \exp((\Delta t/2) \hat{L}_{H_0}) \). As a consequence the explicit form of the internal coordinate system is required only while transforming between normal and Cartesian coordinates before and after the propagation by \( \exp((\Delta t/2) \hat{L}_{H_0}) \). We should note that the internal coordinate system is not equal to the Eckart frame, which also changes during the propagation by \( \exp((\Delta t/2) \hat{L}_{H_0}) \) according to Eq. (10). Therefore, equations of motion for the internal coordinate system cannot be derived simply by discretization of Eq. (10). It is crucial in the development of the new method to derive the equations of motion that describe the dynamics of the internal coordinate system of a molecule. Note that for symmetry reasons, different molecular configurations can be related to the same equilibrium configuration and consequently to the same Eckart frame. Therefore, our internal coordinate system can be derived by means of Eqs. (A1)–(A3) from some arbitrary configuration \( \mathbf{w}_k \). To remove the arbitrariness of \( \mathbf{w}_k \) we need an extra condition.

Because the SISM is symplectic and symmetric it is time reversible. According to the identity expressing the time reversibility condition

\[ \exp(-\Delta t \hat{L}_{H_0}) \exp(\Delta t \hat{L}_{H_0}) = I, \quad (59) \]

where \( I \) is the identity matrix, all equations defining the new integration method must be time reversible. Since the action of the propagator \( \exp((\Delta t/2) \hat{L}_{H_0}) \) depends on the internal coordinate system the dynamics of the internal coordinate system must be also time reversible. So, if at the end of a given integration step, the direction of time is reversed, then the second propagator \( \exp((\Delta t/2) \hat{L}_{H_0}) \) in the current integration step and the first propagator \( \exp(-\Delta t/2 \hat{L}_{H_0}) \) in the subsequent integration step must satisfy the condition

\[ \exp \left(-\frac{\Delta t}{2} \hat{L}_{H_0} \right) \exp \left(\frac{\Delta t}{2} \hat{L}_{H_0} \right) = I. \quad (60) \]

Therefore, Eq. (60) represents a strong restriction to the choice of the dynamics of the internal coordinate system, which enables us to combine symplectic MD integration and molecular vibrational theory.

The linear momentum \( \mathbf{p}_k = (p_{1k}, p_{2k}, \ldots, p_{NK}) \)

\( = (p_{11k}, p_{12k}, \ldots, p_{NK}) \) of a given molecule with \( N \) atoms can be split into a vibrational, rotational, and translational contribution as in Eq. (6)

\[ \mathbf{p}_k = \mathbf{p}_k^{\text{vib}} + \mathbf{p}_k^{\text{rot}} + \mathbf{p}_k^{\text{trans}}, \quad (61) \]

where \( \mathbf{p}_k^{\text{vib}} \) is the vibrational part, \( \mathbf{p}_k^{\text{rot}} \) is the rotational part, and \( \mathbf{p}_k^{\text{trans}} \) is the translational part of the linear momentum, respectively. From the dynamics governed by the normal modes corresponding to vibrational frequency zero \( (\omega = 0) \) as described by Eqs. (35) and (36) it follows that \( \mathbf{p}_k^{\text{rot}} + \mathbf{p}_k^{\text{trans}} \) is a constant of motion during the propagation by \( \exp((\Delta t/2) \hat{L}_{H_0}) \). Only this part of the linear momentum changes the equilibrium configuration of a molecule (the rotational part changes the orientation, the translational part moves the origin of the internal coordinate system) whereas the vibrational part of the linear momentum determines only the displacements of atoms from their equilibrium positions.

If the initial coordinates \( \mathbf{q}_k = (q_{1k}, q_{2k}, \ldots, q_{NK}) \)

\( = (r_{1k}, r_{2k}, \ldots, r_{NK}) \) and the initial momenta \( \mathbf{p}_k \) of atoms from the beginning of the 4th integration step are used to determine the coordinates \( \mathbf{w}_k \) as
\[ w_i = q_i + M^{-1} \cdot p_i = q_i + M^{-1} \cdot (p_i^{\text{vib}} + p_i^{\text{rot}} + p_i^{\text{trans}}) \]

then coordinates \( w_i \) define the same internal coordinate system of a molecule as the actual atoms’ coordinates in the middle of the integration step after the propagation by \( \exp(\Delta t/2) \hat{L}_{H_0} \). The formal proof is given in Appendix B.

If the internal coordinate system is changed at the beginning of the \( k \)th integration step using the prediction in Eq. (62) and the direction of time is reversed at the end of the \( k \)th integration step then the same internal coordinate system of a molecule is predicted in the beginning of the \((k+1)\)th integration step, as it was used in the \( k \)th integration step because the coordinates of atoms do not change during the propagation by \( \exp(\Delta t \hat{L}_H) \). This means that the new internal coordinate system of a molecule is equal to the old one if the direction of time is reversed. The time reversibility condition of Eq. (60) is thus satisfied by our method. The internal coordinate system of a molecule remains fixed over the whole integration step and only changes at the beginning of each integration step.

The prediction, Eq. (62), yields the exact equilibrium configuration of a molecule halfway through the integration time step. This fact leads to two important consequences. First, the error of the method remains of the order \( O(\Delta t^3) \) because there is no additional approximation involved. Second, the internal coordinate system of the molecule moves with the molecule (the equilibrium positions are related via Eckart conditions to the actual atomic positions) providing that the displacements of the atoms are always small so that the anharmonic part of the vibrational potential energy is always much smaller than the harmonic one and our normal mode approach is justified.

### 2. Algorithm

The algorithm employed for the SISM defined by Eq. (40), for each molecule in the system, consists of nine steps given below.

(0) Initialization: At the outset of a simulation the vibrational frequencies and normal mode vectors of the mass-weighted Hessian \( M^{-1/2} \cdot H \cdot M^{-1/2} \), where \( H \) is defined by Eq. (21) for an isolated molecule only, are computed. Also the transformational matrix \( A \) between the relative Cartesian displacement and normal coordinates is determined. The columns of \( A \) are the eigenvectors of \( M^{-1/2} \cdot H \cdot M^{-1/2} \).

(1) Definition of moving and rotating internal coordinate system: The internal coordinate system of a molecule is defined by Eqs. (1) and (A1)–(A3) in which the coordinates \( w_i \) from the prediction (62) are inserted as the coordinates of the atoms in the molecule. The coordinates \( w_i \) determine such configuration of the molecule that has the same Eckart frame as the true configuration of the same molecule in the middle of the current integration step during the evolution by \( \exp(\Delta t \hat{L}_H) \) in accordance with Eq. (16) the same center-of-mass vector \( \mathbf{R} \) is used for transformations between different coordinate sets until the next move of the internal coordinate system. Then the relative Cartesian displacement coordinates \( \Delta q_{ik} , \Delta p_{ik} \) are obtained from \( q_{ik} , p_{ik} \) using Eqs. (49) and (53). The normal coordinates \( Q_{ik} , P_{ik} \), \( i = 1, ..., 3N \), at the beginning of the current integration step are determined using Eqs. (55) and (56).

(2) Propagation by \( \exp((\Delta t/2) \hat{L}_{H_0}) \). Rotation of \( Q_{ik} , P_{ik} \), \( i = 1, ..., 3N \), in phase space by corresponding vibrational frequency \( \omega_i \) for \( \Delta t/2 \) to obtain \( Q'_{ik} , P'_{ik} \), \( i = 1, ..., 3N \), using Eq. (34) for vibration (\( \omega_i \neq 0 \)) and Eqs. (35) and (36) for translation and rotation (\( \omega_i = 0 \)).

(3) Transformation of the normal coordinates \( Q'_{ik} , P'_{ik} \) to the relative Cartesian displacement coordinates \( q'_{ik} , p'_{ik} \) using Eqs. (52) and (54).

(4) Transformation of the relative Cartesian displacement coordinates \( q'_{ik} , p'_{ik} \) to the Cartesian coordinates \( q_{ik} , p_{ik} \) using Eqs. (49) and (53).

(5) Evolution by \( \exp(\Delta t \hat{L}_H) \). The numerical integration of momenta (force calculation):

\[ p^\prime_k = p_k - \Delta t \frac{\partial H}{\partial q} , \]

where \( \partial / \partial q = (\partial / \partial q_1 , \partial / \partial q_2 , ..., \partial / \partial q_{3n}) \) and \( n \) is the number of all atoms in the system. Since \( H \) is the function of coordinates, \( \partial H / \partial \mathbf{p} = 0 \), only momenta are changed in this step \( (q^\prime , p^\prime) \).

(6) Back transformation from the Cartesian coordinates \( q^\prime _{ik} , p^\prime _{ik} \) to the relative Cartesian displacement coordinates \( \Delta q^\prime_{ik} , \Delta p^\prime_{ik} \) using Eqs. (49) and (53).

(7) Back transformation from the relative Cartesian displacement coordinates \( \Delta q^\prime_{ik} , \Delta p^\prime_{ik} \) to the normal coordinates \( Q^\prime_{ik} , P^\prime_{ik} \), \( i = 1, ..., 3N \), using Eqs. (55) and (56).

(8) Propagation by \( \exp((\Delta t/2) \hat{L}_{H_0}) \). Again, rotation of the normal coordinates in phase space for \( \Delta t/2 \) to obtain \( Q''_{ik} , P''_{ik} \), \( i = 1, ..., 3N \), using Eq. (34) for vibration (\( \omega_i \neq 0 \)) and Eqs. (35) and (36) for translation and rotation (\( \omega_i = 0 \)).

(9) Use Eqs. (57), (58), (52), and (54) to obtain \( q_{i+1} , p_{i+1} \). Go to (1) until the desired number of integration steps is reached.

The above equations hold for every atom in a molecule and for every molecule in the system where the potential \( V_{nb} \) in Eq. (44) is the only function that depends on all the coordinates of all the atoms in the system not only on the coordinates of atoms in a single molecule. The SISM is schematically presented in Fig. 3.

Due to the introduction of the translating and rotating internal coordinate system of a molecule, the Hessian \( H \) defined by Eq. (21) is diagonalized only once at the beginning of a simulation, in step (0). It was assumed that molecules have only one equilibrium configuration and no internal rotation. Since the displacements of atoms from their moving equilibrium positions are always sufficiently small, Eq. (20) holds at any moment. Therefore the Hessian \( H \), defined by Eq. (21), is the same constant matrix for the entire simulation.
The translational and rotational motions of a molecule are described in terms of the normal coordinates. Equations (35) and (36) are equal for both motions which means that the rotation is numerically integrated. Equations (35) and (36) are therefore valid only for some $\Delta t$ that is determined by the amplitude of displacements of atoms from the equilibrium so that Eq. (20) holds.

The proposed integration method differs from all other integration schemes for MD simulation\(^{49,50}\) in that the rotational and translational degrees of freedom are described in terms of the normal coordinates and the translating and rotating internal coordinate system of a molecule is introduced. In the presented method the high-frequency harmonic motions that stem from molecular vibrations are treated analytically, which enables the SISM to use longer integration time steps. The time consuming numerical calculation of non-bonded force, performed by the propagator $\exp(\Delta t\hat{L}_H)$, is performed in the same way as in the standard methods, e.g., LFV.\(^1\) The SISM’s computation time per integration time step is therefore approximately the same as in the standard methods and the SISM’s speed-up over the standard methods is due to longer allowed integration time steps.

The molecular vibrations can be considered as the forced vibration with the electrostatic and van der Waals interactions playing the role of the external driving force. The SISM adiabatically couples the high-frequency vibrations of atoms in a molecule to the slow degrees of freedom in the system. The propagator $\exp(\Delta t\hat{L}_H)$ changes the momenta of atoms on account of electrostatic, van der Waals, and anharmonic interactions determined by $V_{ab}$ defined by Eq. (46). The vibrational phase $\varepsilon_k$ in every normal mode of the molecular vibration is changed accordingly. The changed momenta and displacements of atoms are transformed to the normal coordinates, and because Eq. (34) is used in the propagation by $\exp((\Delta t/2)\hat{L}_{H_{ab}})$, the information about the amplitude and the vibrational phase of atoms in each normal mode is completely conserved.\(^42\) Since the total vibrational potential energy $V_{vib}$ is not the quadratic function of relative Cartesian displacements coordinates the high-frequency anharmonic terms collected in $V_{ab}$ remain in $H_{vib}$. Despite that $V_{ab} \ll V_{harm}$ the term $V_{ab}$ may not be neglected. The potential $V_{ab}$ couples the normal modes of a molecule and thus enables the flow of the energy between them. A molecular system could not reach thermostatic equilibrium at all in the absence of the electrostatic and van der Waals interactions if the term $V_{ab}$ is neglected. Therefore not only the harmonic but all terms in the expansion by Eq. (19) of $V_{vib}$ are taken into account in the SISM. For this reason the SISM could be also applied, already at this stage of development, to MD simulation of molecules with more than one equilibrium configuration and/or internal rotations.\(^51-56\) However, in this case due to the substantial anharmonic term $V_{ab}$ the integration time step size could not be longer than the corresponding integration time step size of the LFV algorithm and no speed-up over the LFV is gained in this case.

B. Multiple time stepping SISM

The anharmonic potential $V_{ab}$ defined by Eq. (46) is the only high-frequency term in the Hamiltonian (41) that is integrated numerically in the SISM. The largest high-frequency contribution in $V_{ab}$ comes from the anharmonic terms of the bond-stretching potential. To overcome the difficulties caused by the troublesome $V_{ab}$ term, we use a similar approach as the Verlet-IR-RESPA method\(^{12,13}\) except that we use different splitting of the Hamiltonian and analytically resolve the harmonic part of high-frequency motions.

First we split the Hamiltonian $H$ defined by Eq. (41) as

$$H = H_1 + H_2,$$

$$H_1 = V_{nb},$$

$$H_2 = H_0 + V_{ab},$$

in which $H_0$ is defined by Eq. (43), the potential $V_{nb}$ is defined by Eq. (45), and $V_{ab}$ by Eq. (46).

Using Strang splitting (40), the following approximation for the propagator $\exp(\Delta t\hat{L}_H)$

$$\exp(\Delta t\hat{L}_H) = \exp\left(\frac{\Delta t}{2}L_{V_{ab}}\right)$$

$$\times \left[ \exp\left(\frac{\Delta t}{2}L_{H_0}\right) \exp\left(\frac{\Delta t}{2}L_{V_{ab}}\right) \right]^n$$

$$\times \exp\left(\frac{\Delta t}{2}L_{V_{ab}}\right) + O(\Delta t^3),$$

is used to derive the SISM-MTS. Here $\Delta t$ is the integration time step and $\delta t = \Delta t/n$ is the smaller integration time step that corresponds to the time scale of high-frequency interactions defined by $V_{ab}$. The propagation by $\exp((\delta t/2)\hat{L}_{H_{ab}})$ is performed analytically using Eqs. (34)–(36) in the same way.

FIG. 3. Solution scheme for SISM.
as in the SISM described in the preceding section. The SISM-MTS is schematically shown in Fig. 4.

The positions \( w_k \), which are used to determine the new translating and rotating internal coordinate system of a molecule, are predicted using Eq. (62), in which positions and momenta after the first propagation by \( \exp((\Delta t/2)\hat{L}_{H_0}) \) are inserted instead of the initial \( q_k \) and \( p_k \) at the beginning of the integration step. In Eq. (62) the integration time step \( \Delta t \) is substituted by \( \delta t \). In the SISM-MTS the internal coordinate system is thus moved \( n \) times per integration step.

The difference between the SISM-MTS and Verlet-\( \tilde{V} \)-RESPA is in the different splitting of the Hamiltonian and in the analytical propagation by \( \exp((\delta t/2)\hat{L}_{H_0}) \) using Eqs. (34)–(36) in the SISM-MTS. In the scheme defined by Eq. (66) the nonbonded forces are calculated only once per integration step and the intramolecular linear forces are calculated \( n \) times per integration step. Since this calculation is much less time demanding than the calculation of long-range forces, \( \delta t = \Delta t/n \) can be chosen as small as is required for an accurate sampling of the motion generated by the high-frequency interactions \( V_{nh} \).

C. Equilibrium SISM

In the SISM defined by Eq. (40), the problem of the high-frequency anharmonic interactions defined by \( V_{ab} \) in Eq. (46) cannot be addressed by introducing shorter time steps as in the SISM-MTS because the coordinates of atoms remain unchanged during the propagation by \( \exp(\Delta t\hat{L}_{H_0}) \).

Since the total kinetic energy \( T \) is included in \( H_0 \), the propagator \( \exp((\Delta t/2)\hat{L}_{H_0}) \) is the only propagator that moves the coordinates in the SISM. Further splitting of \( \exp(\Delta t\hat{L}_{H_0}) \) into smaller time steps is senseless because the forces remain the same. At the same time the problem of resonances that are induced by the fastest normal modes of molecular vibrations cannot be avoided even in the case of the SISM-MTS. However, we can apply the idea of the mollified impulse method (MOLLY) in which the potential of the slow forces is computed at time averaged values of atom positions. In this way the components of slow forces, i.e., the electrostatic and van der Waals forces, are filtered out in the directions that excite the molecular vibrations generated by the fast forces, i.e., the forces determined by the bond-stretching and angle-bending potential that are susceptible to resonances.

The procedure in the SISM-EQ is that the potential of nonbonded forces is computed from the equilibrium positions and that the corresponding force is multiplied by the corresponding Jacobian as follows:

\[
V_{nb}(q) \to V_{nb}[\mathbf{d}(q)],
\]

\[
\mathbf{F}_{nb}(q) \to \mathbf{J} \cdot \mathbf{F}_{nb}[\mathbf{d}(q)],
\]

where \( V_{nb} \) is the sum of Coulomb and van der Waals potentials given by Eq. (45), \( \mathbf{F}_{nb} = -\partial V_{nb}/\partial \mathbf{q} \) is the corresponding force, \( \partial \mathbf{q} = (\partial/\partial X_1, \partial/\partial Y_1, \partial/\partial Z_1, \ldots, \partial/\partial X_n, \partial/\partial Y_n, \partial/\partial Z_n) \), \( \mathbf{q} = (q_1, \ldots, q_{3n}) = (X_1, Y_1, Z_1, \ldots, X_n, Y_n, Z_n) \) are the Cartesian coordinates of all atoms in the system with \( n \) atoms, \( \mathbf{d}(\mathbf{q}) \in \mathbb{R}^{3n} \) are the equilibrium positions defined for every molecule in the system by Eqs. (1)–(3) and \( (A1)–(A3) \), and \( \mathbf{J} \) denotes substitution. The matrix \( \mathbf{J} \in \mathbb{R}^{3n \times 3n} \) is the Jacobian due to the change of coordinates. It is calculated numerically by the finite difference method

\[
\mathbf{J}_{ij} = \frac{d_j(q_1, q_2, \ldots, q_j + h, \ldots, q_{3n}) - d_j(q_1, q_2, \ldots, q_j - h, \ldots, q_{3n})}{2h},
\]

where \( h = 0.001 \). Because the equilibrium positions of atoms in a molecule depend only on the coordinates of atoms of the same molecule, the Jacobian \( \mathbf{J} \) is a sparse block diagonal matrix.

For the same reasons as presented in Ref. 36 it is also valid for the SISM-EQ that the components of the external force \( \mathbf{F}_{ab} \) in Eq. (68) are annihilated in the directions along which the high-frequency molecular vibrations are excited. This leads to weaker anharmonic interactions defined by \( V_{ab} \) in Eq. (46) and consequently to enhanced stability of the integrator. Another advantage of computing the potential of the nonbonded forces with the equilibrium configuration of the molecule is that the partial charges on the atoms in the molecule, which are constant during MD simulation, are determined only for the equilibrium configuration. The quantum potential is different for all the other deformed configurations of the molecule and therefore different partial charges corresponding to these configurations should be used in MD.
simulation. By computing the potential of the electrostatic forces with the equilibrium positions instead of the actual ones, this problem is circumvented.

The SISM-EQ is equivalent to the SISM defined by Eq. (40) except that the modified electrostatic and Lennard-Jones potential are used. The SISM-EQ therefore conserves

\[ H = T(p) + V_{\text{el}}(q) + V_{\text{nb}}[\mathbf{d}(q)]. \]  

(70)

The SISM-EQ is similar to equilibrium MOLLY (Ref. 36) except that there are some important differences. The first difference is in the applied integration scheme for the propagation of the coordinates and momenta of the atoms. The SISM-EQ uses the integration scheme of the SISM defined by Eq. (40) for the propagation of the coordinates and momenta of the atoms whereas the equilibrium MOLLY uses the scheme of the Verlet-\(t/2\)-RESPA method.12,13 Another essential difference is that in the SISM-EQ different positions \( \mathbf{d}(q) \), which define the equilibrium positions of the atoms, are used. In the equilibrium MOLLY the equilibrium positions \( \mathbf{d}(q) \) are obtained by projecting the coordinates of the atoms \( \mathbf{q} \) onto the manifold in the configuration space defined by the reference values of the bond lengths and bond angles.\(^\text{36}\) This projection is performed by an iterative numerical procedure similar to SHAKE.\(^\text{9}\) On the contrary, in the SISM-EQ Eqs. (1)–(3) and (A1)–(A3) are used to define the equilibrium positions of atoms. This is more convenient because the equilibrium positions of atoms determined in this way are in accordance with the standard theory of molecular vibrations and no numerical iteration is required.

D. Equilibrium multiple time stepping SISM

Combining integration scheme the SISM-MTS given by Eq. (66) and the SISM-EQ introduced in the preceding section for the propagation of the coordinates and momenta of atoms, leads to the SISM-MTS-EQ. We use the equilibrium positions \( \mathbf{d}(q) \) defined by Eqs. (1)–(3) and (A1)–(A3) as in the SISM-EQ method. This function \( \mathbf{d}(q) \) represents a new averaging function to compute nonbonded potential energy. It mollifies the impulse of the slow forces and thus together with the SISM-MTS leads to the SISM-MTS-EQ integration method.

IV. CONCLUSIONS

In the present work we combined the symplectic molecular dynamics integration and molecular vibrational theory to derive a new efficient SISM for MD integration and its variants.

An increase of efficiency of the newly developed integration methods in comparison with standard symplectic integration LFV method was achieved by the analytical treatment of high-frequency motions using the normal mode analysis, which is carried out once at the outset of a simulation for an isolated molecule only. The method increases the longest size of the integration time step from the size that is determined by the high-frequency bond-stretching and angle-bending interactions to the size that is determined by the van der Waals and electrostatic interactions acting among particles in the system. These nonbonded interactions are in the SISM treated numerically within the generalized leap-frog scheme in the same way as in the LFV method.

The SISM differs from other similar integration methods in that it uses the translating and rotating internal coordinate system of each molecule in the system, which enables us to perform the normal mode analysis only once, at the beginning of the simulation. Since the SISM is symplectic and symmetric it is time reversible. From the time reversibility condition we derived the equations of motion for the dynamics of the internal coordinate system of each molecule. This dynamics represents the core of the method. With the introduction of the translating and rotating internal coordinate system we achieve that the displacements of the atoms from the instantaneous equilibrium positions are always sufficiently small and the theory of small vibrations can be applied. The coupled vibrations of atoms in molecules are decoupled using the normal coordinates, which are also used to describe the translation and rotation of molecules.

We have also derived two improvements of the SISM, which efficiently handle those high-frequency anharmonic vibrational terms in the Hamiltonian that are integrated numerically in the SISM. The SISM-MTS uses, for the numerical integration of high-frequency anharmonic vibration terms, a shorter integration time step and for the dynamics, which is generated by the electrostatic and van der Waals interactions, a correspondingly longer time step. The equilibrium SISM (SISM-EQ) uses a new averaging function, first introduced here, to mollify the impulse of the slow forces and the integration scheme of the introduced SISM to propagate in phase space. The van der Waals and electrostatic potential energies are calculated using the equilibrium positions of atoms, which are defined by the Eckart frame, instead of in the actual positions of the atoms in a molecule. In this way the components of intermolecular forces are eliminated in the directions along which the high-frequency molecular vibrations are excited, which improves the stability of the presented integration methods. Combining methods SISM-MTS and SISM-EQ leads to the method SISM-MTS-EQ with which the optimum enlargement of the integration time step was achieved.\(^\text{38,39}\)
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APPENDIX A

The Eckart internal coordinate system\(^\text{31,32}\) is introduced as follows: first we define a fixed Cartesian coordinate system and denote the instantaneous position vectors of \( N \) atoms of a molecule of the system relative to its origin by \( \mathbf{r}_{\alpha}, \alpha = 1, 2, \ldots, N \).

The Eckart frame is then defined by the orthogonal right-handed triad of unit vectors \( \mathbf{f}_i, \ i = 1, 2, 3 \), with the origin in the center of mass of a molecule. The unit vectors are
uniquely defined by the instantaneous positions $r_\alpha$ of atoms in the molecule, by the masses of atoms $m_\alpha$, and by the constant equilibrium distances of the atoms from the molecule’s center of mass $c^\alpha_i$, $i=1, 2, 3$, defined by the static molecular model$^{32}$ and satisfying $\sum m_\alpha c^\alpha_i=0$. The internal coordinate system can be attached to the equilibrium configuration of a molecule in different ways, each of which yields a different Eckart frame. Nevertheless, once we have made a definite choice, the Eckart frame is defined in a unique way.

The unit vectors $f_1, f_2, f_3$ are determined from three Eckart vectors $F_1, F_2, F_3$, which are introduced as $^{32}$

$$F_i = \sum_\alpha m_\alpha c^\alpha_i r_\alpha,$$

(A1)

where $m_\alpha$ is the mass of the $\alpha$ atom in the molecule. In the example of nonlinear and nonplanar molecules $f_i, i=1, 2, 3$, are computed as

$$(f_1, f_2, f_3) = (F_1, F_2, F_3) \cdot F^{-1/2},$$

(A2)

where $F$ is a symmetric positive definite Gram matrix defined as

$$F = \begin{bmatrix} F_1 \cdot F_1 & F_1 \cdot F_2 & F_1 \cdot F_3 \\ F_2 \cdot F_1 & F_2 \cdot F_2 & F_2 \cdot F_3 \\ F_3 \cdot F_1 & F_3 \cdot F_2 & F_3 \cdot F_3 \end{bmatrix}.$$  

(A3)

$F^{-1/2}$ is a positive definite matrix for which $F^{-1/2} \cdot F^{-1/2} = F^{-1}$ holds, where $F^{-1}$ is the positive definite inverse of $F$. $^{32}$

The vectors $f_i, i=1, 2, 3$, satisfy the Eckart conditions for the orientation of the Eckart frame$^{31,32}$

$$\sum_\alpha m_\alpha c^\alpha_\alpha \times \rho_\alpha = 0,$$

(A4)

which state that there is no angular momentum with respect to the internal coordinate system in the zeroth order of displacements of the atoms from their equilibrium positions. $^{22}$

In the example of planar molecules, $c^\alpha_3=0$ holds. Therefore, $^{32}$

$$\begin{align} (f_1, f_2) &= (F_1, F_2) \cdot F^{-1/2}, \\
(f_3) &= f_1 \times f_2, \end{align}$$

(A5, A6)

where $\times$ denotes the vector product of two vectors and $F$ is a symmetric $2 \times 2$ matrix defined by

$$F = \begin{bmatrix} F_1 \cdot F_1 & F_1 \cdot F_2 \\ F_2 \cdot F_1 & F_2 \cdot F_2 \end{bmatrix}.$$  

(A7)

The example for linear molecules is described in Ref. 29.

APPENDIX B

Let the Eckart frame $f_i, i=1, 2, 3$, be located at the center of mass of a molecule $R$ defined by the position vector

$$w_\alpha = R + c_\alpha + \rho_\alpha, \quad \alpha = 1, \ldots, N,$$

(B1)

where the equilibrium positions of atoms relative to the center of mass of the molecule are given by the vectors $c_\alpha$ defined by Eq. (2) and the displacements of atoms from their equilibrium positions $\rho_\alpha$ fulfill the Eckart conditions in Eq. (A4),

$$\sum_\alpha m_\alpha c_\alpha \times \rho_\alpha = 0.$$

(B2)

Arbitrary position vector $r_\alpha, \alpha = 1, \ldots, N$, with the same center of mass $R$ defines the same Eckart frame as $w_\alpha, \alpha = 1, \ldots, N$, only if it can be written as $^{32}$

$$r_\alpha = R + c_\alpha + \eta_\alpha,$$

(B3)

where $\eta_\alpha$ are the displacements of atoms from the equilibrium positions in this changed configuration of the molecule $r_\alpha, \alpha = 1, \ldots, N$, which also fulfill the Eckart conditions

$$\sum_\alpha m_\alpha c_\alpha \times \eta_\alpha = 0.$$

(B4)

From Eqs. (B1) and (B3) it follows that the position vectors which define the same Eckart frame have the same equilibrium configuration, only the displacements are different.

Let $w_\alpha, \alpha = 1, \ldots, N$, define the predicted Eckart frame in the middle of the integration step after the propagation by $\exp((\Delta t/2) L_{H0})$,

$$w_\alpha = r_{\alpha_0} + \frac{\Delta t}{2} v_{\alpha_0},$$

(B5)

where $r_{\alpha_0}$ and $v_{\alpha_0}$ are the atom coordinates and velocities at the beginning of the integration step, respectively. The positions $w_\alpha, \alpha = 1, \ldots, N$, can then be written in the form (B1) with the displacements $\rho_\alpha$ satisfying the Eckart conditions (B2).

The initial velocity can be split into the vibrational, rotational, and translational part, respectively,

$$v_{\alpha_0} = v_{\alpha_0}^{\text{vib}} + v_{\alpha_0}^{\text{rot}} + v_{\alpha_0}^{\text{trans}}.$$  

(B6)

The term $v_{\alpha_0}^{\text{rot}} + v_{\alpha_0}^{\text{trans}}$ is the only part of the velocity that moves the position of the equilibrium configuration of the molecule (the center of mass of the molecule is moving according to $v_{\alpha_0}^{\text{trans}}$, the orientation of the molecule changes according to $v_{\alpha_0}^{\text{rot}}$). Since the velocity $v_{\alpha_0}^{\text{rot}} + v_{\alpha_0}^{\text{trans}}$ is constant during propagation by $\exp((\Delta t/2) L_{H0})$ and the initial coordinates and momenta of atoms at the beginning of the integration step are also used in the prediction (B5), the actual positions of atoms $r_\alpha, \alpha = 1, \ldots, N$, in the middle of the integration step after the propagation by $\exp((\Delta t/2) L_{H0})$ determine the same equilibrium configuration of the molecule $R + c_\alpha$ as $w_\alpha, \alpha = 1, \ldots, N$. The positions $r_\alpha, \alpha = 1, \ldots, N$, can therefore be expressed in the form (B3).

Next, $\eta_\alpha$ is split as

$$\eta_\alpha = \eta_{\alpha_{\alpha_0}} + \eta_{\alpha_{\alpha_0}}^{\text{vib}},$$

(B7)

where $\eta_{\alpha_{\alpha_0}}$ are the displacements of atoms from the equilibrium positions $R + c_\alpha$ due to rotational and translational motion, and $\eta_{\alpha_{\alpha_0}}^{\text{vib}}$ are the displacements due to vibrational
motion. They are determined either using the normal coordinates (rotation and translation correspond to zero normal frequencies and vibrations to nonzero normal frequencies) or by the condition

$$\sum_{\alpha} m_{\alpha} c_{\alpha} \times \eta_{a_{w}=0} = 0, \quad (B8)$$

since vibration has no angular momentum because rotation and vibration are decoupled by Eq. (28).

Since $r_{\alpha}, a=1,\ldots,N$, and $w_{\alpha}, a=1,\ldots,N$, describe the positions of atoms with the same equilibrium positions $R + c_{\alpha},$

$$\eta_{a_{w}=0} = 0 \quad (B9)$$

holds in the middle of the integration step after the propagation by $\exp(\Delta t/2)\hat{L}_{H_{\alpha}}$. Then it follows that

$$\sum_{\alpha} m_{\alpha} c_{\alpha} \times \eta_{\alpha} = \sum_{\alpha} m_{\alpha} c_{\alpha} \times (\eta_{a_{w}=0} + \eta_{a_{w}=0})$$

$$= \sum_{\alpha} m_{\alpha} c_{\alpha} \times \eta_{a_{w}=0} = 0. \quad (B10)$$

The predicted positions $w_{\alpha}, a=1,\ldots,N$, and the actual positions $r_{\alpha}, \alpha=1,\ldots,N$, in the middle of the integration step after the propagation by $\exp(\Delta t/2)\hat{L}_{H_{\alpha}}$ therefore define one and the same Eckart frame.