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Abstract

The relation between atomistic structure, architecture, molecular weight and material properties is a basic concern of modern soft material
science. This by now goes far beyond standard properties of bulk materials. A typical additional focus is on surface or interface aspects or on
the relation between structure and function in nanoscopic molecular assemblies. This all implies a thorough understanding on many length and
correspondingly time scales ranging from (sub-)atomic to macroscopic. At this point computer simulations are playing an increasingly important,
if not the central role. Traditionally simulations have been separated in two main groups, namely simplified models to deal with generic or universal
aspects of polymers, i.e. critical exponents, and those employing classical force field simulations with (almost) all atomistic detail, i.e. for the
diffusion of small additives in a small “sample”. Still characteristic problems, which require huge systems and/or long times in combination
with a chemistry specific model, cannot be tackled by these methods alone. More recently with the development of scale bridging or multiscale
simulation techniques, these different approaches have been combined into an emerging rather powerful tool. It is the purpose of this contribution
to give a few examples of how such an approach can be used to understand specific material properties.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction

Synthetic and biological macromolecules, (bio-)membranes,
colloidal suspensions, etc. are classified under the general term
soft matter. Soft means that the characteristic energy densities,
which to a first approximation are close to the elastic constants,
are several orders of magnitude smaller than for conventional
“hard” matter. The relevant energy scale is the thermal en-
ergy kBT . This goes in hand with the fact that the conforma-
tional entropy of a macromolecule is of the same order as the
intermolecular energy and their interplay usually determines the
properties.
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Macromolecules/polymers have been extensively studied on
the basis of rather simple generic models. These ideas date back
to the seminal work of Flory [1,2] and others and the subse-
quent solid theoretical basis and link to critical phenomena by
de Gennes [3], who showed that all polymers follow the same
universal scaling laws and that one can understand qualitatively
and semi-quantitatively their behavior on the basis of scaling
theories. I.e. the mean squared extension of a polymer, R2(N),
follows the scaling law 〈R2(N)〉 = AN2ν , where ν is a univer-
sal critical exponent. In so-called good solvent ν � 0.6 (d = 3),
while it is 1/2 in a polymer melt. Similar relations hold for
many other properties, including dynamics [3,4]. Though these
power laws are universal, scaling theory says nothing about
the prefactor A, which is determined by the chemical struc-
ture of the polymer and the interaction with its surrounding
and can vary significantly. In certain cases ratios of prefac-
tors can be determined in the limit of infinitely long chains.
When it comes to mixtures, molecular assemblies, functional
systems, etc. one is often not fully reaching the scaling regime
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Fig. 1. Illustration of the different scales relevant for the simulation of soft mat-
ter. Open Source codes usually employed in our group for the present studies
are indicated.

(N → ∞) and the combination of generic and chemistry spe-
cific information is absolutely conditional for any quantitative
theoretical prediction. Fig. 1 illustrates the different scales and
the different characteristic levels of simulation models. Many
phenomena in biology, chemistry, and materials science involve
processes occurring on atomistic length and time scales, which
affect structural and dynamical properties on scales far beyond
atomistic ones. Because it is infeasible (and most often undesir-
able!) to run computer simulations of very large systems with
atomistically detailed models, mesoscale (coarse grained, cg)
models are being developed, which stay reasonably close to the
chemical structure. Reintroduction of chemical details allows to
study atomistically detailed processes in various windows of the
cg trajectory [5–10]. Such a procedure requires the (high- and
low-) resolution models to be (pairwise) structurally consistent.
However, since many high resolution states correspond one low
resolution cg-state the conformational statistics on both levels
of resolution should be the same if analyzed on the cg level.

In this paper we will give an overview on the scale-bridging
and adaptive resolution techniques that allow for efficient com-
puter simulations of soft matter. For a general overview of ad-
vanced computer simulation techniques we refer to Refs. [11,
12].

2. Structure-based coarse graining approach

The starting point is a mapping scheme, which simplifies
the interactions significantly, while staying close enough to the
chemical structure to allow for switching between scales [6,7,
10,13,14]. Fig. 2(a) (top panel) gives an example for polycar-
bonate (BPA-PC).

To generate the interaction potentials for the cg system
we make the ansatz to strictly separate the parameterization
of bonded and nonbonded interactions, based on the assump-
tion that the total potential energy can be separated into a
bonded/covalent U

cg
B and a nonbonded U

cg
NB . For U

cg
B of the

cg bond and torsion angles and bond lengths we sample distrib-
ution functions of the underlying atomistic model in vacuum by
a stochastic simulation, i.e. Monte Carlo. To avoid any double
counting of interactions with respect to the later treated non-
(a)

(b)

Fig. 2. (a) Illustration of the multiple scales employed to study BPA-PC at
a metal surface. (b) Entropy-energy interplay for different chain terminating
groups, after Ref. [15].

bonded interactions, correlations along the backbone are only
considered up to the distance needed to generate the appropri-
ate distributions. The underlying atomistic potentials preferably
originate from quantum calculations, thus are not linked to any
parameterization based on experiment, which typically include
already further interactions. The distributions in general are
characterized by the cg bond lengths r , bond angles θ , and tor-
sions φ, i.e., P(r, θ,φ,T ). In many cases several different bond
and torsion angles have to be considered. For simplicity, we
assume P(r, θ,φ,T ) = P(r,T )P (θ,T )P (φ,T ). This assump-
tion generally does not hold and the choice of the cg model
next to computational efficiency is tailored to minimize the in-
troduced error, see i.e. Ref. [16]. Boltzmann inversion of the
distributions yield temperature dependent bonded cg interac-
tion potentials, i.e. for the bond length

(1)U cg(r, T ) = −kBT ln
[
P(r,T )/r2] + constr .

The temperature dependence concerns not only the prefactor
kBT but also the distributions P themselves. Strictly speaking
they can only be applied at the temperature they were derived
at.

For apolar, amorphous polymers nonbonded interactions are
usually sufficiently described by an excluded volume potential,
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where the parameters are either estimated by group contribution
methods or from the van der Waals volumes of the beads. For
BPA-PC the latter was sufficient, leading to simple repulsive
Lennard–Jones potentials (WCA potential) [17]. More system-
atically radial distributions functions of small all-atom and cg
chains under appropriate melt or solution conditions are used
to derive an appropriate tabulated potential by, e.g., the iterative
Boltzmann inversion method [18,19]. For BPA-PC a character-
istic ratio 〈R2

G〉/N ≈ 37 Å2, where RG is the radius of gyration
and N the number of repeat units is found, compares very well
with neutron scattering experiments [9] and allowed us to study
structural as well as dynamic properties of BPA-PC melts for
systems up to 200 chains up to 20 entanglement molecular
weights (Ne ≈ 5–6, N = 120), corresponding to system sizes
of (100 nm)3 [20,21].

2.1. Inverse mapping

In the previous section we gave a very short account on the
structure based coarse graining procedure for amorphous poly-
mers. Since the cg models are still fairly close to the original
chemical structure we can also make the step back and reintro-
duce the chemical details of the chains. That then allows for a
detailed comparison to microscopic experiments. It also opens
the way to the anticipated scale hopping or adaptive resolution
simulation. There are several options to reintroduce chemical
details [6,7,13,17,21,22]. If the polymers consists of reason-
ably rigid (all-atom) fragments it is sufficient to fit these rigid
all-atom units onto the corresponding cg chain segment co-
ordinates. The atomistic fragments are taken from a pool of
structures, that correctly reflect the statistical weight of those
degrees of freedom (DOFs), i.e., ring flips, that are not resolved
in the cg description. Then a very short equilibration run of
a few ps is performed, where the individual atoms typically
move a distance less than 1.5 Å. This is to be compared to
the typical strand–strand distance of about 5 Å in a polymer
melt or to the size of a monomer, which in the case of BPA-
PC is about 11 Å. Thus this is just a very local rattling. The
so derived structures compare very well to scattering experi-
ments [21]. Together with the characteristic ratio this indicates
that the obtained all-atom melts truly represent the experimen-
tal system, supporting the overall consistency of the approach.
Note that this procedure does not require any fitting to experi-
ment for the bonded part and, for the present case, not even for
the nonbonded part! In a first application to phenol diffusion in
BPA-PC [23] the polymer matrix was generated by the above
procedure to host the added small molecules.

2.2. Dynamics

The structure-based mapping scheme fixes the length scaling
by its very construction. Though one would expect the same the
appropriate timescale is not obvious at all. cg simulations are
usually analyzed in Lennard–Jones units ε, σ and τ . Using re-
alistic values for these units (mass of a cg unit in the model, etc.)
one can determine the time scale of the cg simulation. Giving
the same mass to all cg beads results in 1τ = 1.7 ps for BPA-
PC at the process temperature of 570 K and 1τ = 1.0 ps for
PS at 463 K, respectively. While these are the intrinsic time
scales of the cg models, it is not the correct time scale for the
underlying chemical system [20,21]. Although on the cg level
scaling properties of the dynamics, such as Rouse behavior for
short chain melts and reptation behavior long chain melts is
well reproduced and the entanglement length accurately pre-
dicted, the time scale has yet to be determined. The reason for
that originates from the fact, that the polymer melt dynamics is
dominated by the chain friction, which results from local inter-
actions as well as packing and topological constraints. Because
of that it is not possible to calculate the time scaling from the
potential functions of the simulations. A pragmatic direct way
is to match mean square displacements of short all or united
atom chain melts to the cg simulations. Doing this not only
gives the time scaling but also shows, down to what scale the
cg description follows the appropriate molecular motion. In the
case of BPA-PC at 570 K we find 1τ ≈ 30 ps and that the cg
displacements properly represent atomistic trajectories down
to distances of about 10 Å, roughly the size of a monomer.
Combining all this means that in our case we now have sys-
tems with about 800000 atoms for times of up to 5 · 10−4 s at
hand. Along these lines recently we also investigated a variety
of problems related to polystyrene [16,24] and find 1τ ≈ 7.7 ps.
Taking this together gives us confidence that the structure based
coarse graining approach yields solid information on the statics
and dynamics of complicated polymeric melts. Estimates of the
speedup for the current simulations are around 104 compared to
brute force all atom simulations.

2.3. Extension to surfaces

This ansatz has been used to study a number of different
physical problems, which otherwise would have been too time
demanding [20,23]. In the case of a metal surface, such as Ni,
however, specific interactions of fragments of the chains might
lead to rather different morphologies, as shown for the exam-
ple of BPA-PC [25] (see Fig. 2). There the above cg scheme
was combined with an ab initio density functional MD study
of specific surface interactions. For this the monomer had to be
cut into pieces and the interaction of the submolecules benzene
and phenol, carbonic acid and propane with a Ni(1,1,1) sur-
face was studied [15]. Because both carbonic acid and propane
are strongly repelled by the Ni surface the strong attraction ex-
perienced by benzene is screened within the chain. This leads to
the situation where only the terminal benzenes can adsorb. To
show that this adsorption is very strong and compatible with the
chemical structure of the chain, the full angular resolution at the
carbonate unit next to the terminating benzene had to be con-
sidered. The comparison of different chain ends shows that the
melt morphology close to the surface for phenolic chain ends is
significantly different from the generic dispersion force domi-
nated structure [15]. This has also been extended to study the
sliding of BPA-PC melts under shear with and without addi-
tives [26–28] and at a surface defect [29].
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3. Adaptive resolution simulation

3.1. Motivations

In the previous section a systematic coarse graining proce-
dure was introduced, which allowed to efficiently simulate a
system on a lower level of resolution while keeping the op-
tion to reintroduce the chemical details whenever needed. This
methodology, however, applies to the whole system. What in-
stead would be highly desirable is an approach, where (two)
levels of resolution can be applied at the same time within one
simulation in different areas and where both regimes are in true
equilibrium with each other, allowing for a free exchange of
molecules. Then one could run a simulation on a lower level
of detail and zoom in on-the-fly, whenever “something inter-
esting” happens. Theoretical methods employed to study such
systems span from quantum-mechanical to macroscopic statis-
tical approaches [15,25,30–33]. However, the common feature
and limitation of all these methods is the fact that the regions
or parts of the system treated at different level of resolution
are fixed and do not allow for exchange of particles. Recently,
we proposed the particle-based Adaptive Resolution Scheme
(AdResS) [34] for hybrid all-atom/coarse-grained molecular
dynamics (MD) simulations that fulfills the above requirement.
The basic idea of this approach leads to the generalization of the
equipartition theorem to non-integer dimensions of the phase
space [35].

3.2. Adaptive resolution scheme (AdResS)

To concurrently couple the atomic and mesoscopic regimes
within one single simulation, we developed the AdResS scheme
[34], which is a two-stage procedure. Firstly, one has to define
the cg sites/model and derive the effective pair potential U cg

between coarse-grained molecules such that the statistical prop-
erties, i.e., the density, pressure, and temperature, of the corre-
sponding all-atom system are accurately reproduced. This can
be done, e.g., along the lines described in the previous chapters.
For practical reasons, as we will see later it is also advisable
to match the radial distribution functions as closely as possi-
ble.2 To determine the interactions, one can follow the schemes
discussed in the previous section. Secondly, we introduce an
interface layer (the transition regime) between the atomistic
and coarse-grained regions, which contains hybrid molecules
as illustrated in Fig. 3(a) for the simple example of tetrahedral
liquid molecules (consider the middle “molecule”) [34]. There
each hybrid molecule corresponds to all-atom molecule with
an additional massless center-of-mass particle serving as an in-
teraction site. The transition is then governed by a weighting
function w(x) ∈ [0,1] that interpolates the molecular interac-
tion forces between the two regimes, and assigns the identity
of the molecule [34]. w(x) is defined in such a way that w = 1
corresponds to high resolution, w = 0 to low resolution, and

2 This actually allows to easily zoom in on a cg simulation on-the-fly, wher-
ever this is of interest.
(a)

(b)

Fig. 3. (a) The on-the-fly interchange between the atomistic and coarse-grained
levels of description. The middle hybrid molecule is a linear combination of
fully atomistic molecule with an additional center of mass particle representing
the coarse-grained molecule. (b) Snapshot of the hybrid atomistic/mesoscopic
model liquid with ρ = 0.175 and T = 1.0. The red molecules are the explicit
atomistically resolved tetrahedral molecules, the blue molecules are the cor-
responding one particle coarse-grained molecules. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

values 0 < w < 1 to the transition regime, respectively. Interpo-
lating forces and not potentials acting between centers of mass
of molecules α and β [34] leads to:

(2)Fαβ = w(xα)w(xβ)Fex
αβ + [

1 − w(xα)w(xβ)
]
Fcg

αβ.

Fαβ is the total intermolecular force acting between centers
of mass of the molecules α and β . Fex

αβ is the sum of all pair
atom interactions between explicit atoms of the molecule α and
explicit atoms of the molecule β , Fcg

αβ = −∇U
cg
αβ is the effec-

tive pair force between the two molecules, and xα and xβ are
the x center of mass coordinates of the molecules α and β .
As given by Eq. (2), AdResS by construction satisfies New-
ton’s Third Law, among others crucial for the proper diffusion
of molecules across the resolution boundaries [36]. Since the
total forces between the molecules, as defined by Eq. (2), de-
pend on the absolute positions of the molecules and not only
on their relative distances it is not conservative and the corre-
sponding potential does not exist [37]. The work done by this
force depends on the physical path taken by the respective hy-
brid molecule in the transition regime, i.e. on the number of
particle collisions encountered on the way. However, despite the
fact that within the AdResS scheme one cannot define the free
energy in the transition region, the grand-canonical potential
Ω = −pV is nevertheless a well defined and conserved quan-
tity in our approach. In this way the all-atom part of the liquid
is maintained at thermodynamical equilibrium with a far sim-
pler coarse-grained fluid, i.e., spurious fluxes are avoided at the
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boundary between the atomistic and coarse-grained regimes.
Each time a molecule crosses a boundary between the differ-
ent regimes it gains or loses on-the-fly (depending on whether it
leaves or enters the coarse-grained region) its equilibrated rota-
tional and vibrational DOFs (present example) while retaining
its linear momentum [35,38]. This change in resolution requires
to supply or remove “latent heat” and thus must be accompanied
with a thermostat that couples locally to the particle motion,
e.g., Langevin or Dissipative Particle Dynamics (DPD) ther-
mostats [39]. Furthermore, to properly define thermodynamics
quantities, e.g., temperature, in the transition regime, where the
number of DOFs varies, one has to resort to fractional calcu-
lus [35,36]. This leads then, for example, to a generalization of
the equipartition theorem to the non-integer DOFs.

One could also attempt to introduce a mixing scheme along
Eq. (2) directly on the interaction potentials rather than the
forces [40]. It can be shown [35,36,41], however, that this leads
to a violation of Newton’s Third Law and consequently to non-
conservation of the linear momentum.

3.3. Applications

Thus far, we have applied the AdResS scheme to a liquid of
non-polar tetrahedral molecules, a generic model of a solvated
macromolecule, and liquid water [34,42–44]. We carried out all
of our hybrid multiscale simulations using a special modifica-
tion of the ESPResSo package [45].

3.3.1. Liquid of tetrahedral molecules
The first test and proof of principle dealt with a liquid of sim-

ple model tetrahedral molecules [34] mentioned before. This
model liquid mimics a typical liquid like methane [40,46], etc.
Each molecule in this system is composed of four equal atoms
with mass m0. Their size σ is fixed via a repulsive Weeks–
Chandler–Andersen (WCA) potential

U ex
rep(riαjβ )

(3)=

⎧⎪⎨
⎪⎩

4ε

[(
σ

riαjβ

)12

−
(

σ

riαjβ

)6

+ 1

4

]
; riαjβ � 21/6σ,

0; riαjβ > 21/6σ

with the cutoff at 21/6σ , σ and ε being the standard Lennard–
Jones parameters of length and energy. riαjβ is the distance
between the atom i of the molecule α and the atom j of the
molecule β . All atoms of a molecule are connected by FENE
bonds

U ex
bond(riαjα )

(4)=
⎧⎨
⎩−1

2
kR2

0 ln

[
1 −

(
riαjα

R0

)2]
; riαjα � R0,

∞; riαjα > R0

with R0 = 1.5σ and k = 30ε/σ 2. For technical details see
Refs. [34,42].

In these tests a medium density liquid with an atom density
of ρ = 0.1/σ 3

cg (corresponding to ρcg ≈ 0.57/σ 3) [34], and a

high density liquid with ρ = 0.175/σ 3 ≈ 1.0/σ 3 (σcg is the
cg
excluded volume diameter of the coarse-grained molecule) was
treated in a slab like and in a cavity like geometry [42], see
Fig. 3. In the remainder of the paper we use, if not specified
differently, the dimensionless Lennard–Jones units [47].

The first step is to map the explicit atomistic (ex) model to a
coarse-grained (cg) mesoscopic model. The latter is composed
of N one-particle molecules schematically depicted in Fig. 3(a)
(consider only the left blue molecule). The given coarse-grained
molecules α have the same mass Mα = 4m0 as the explicit
tetrahedral molecule. All rotational and vibrational DOFs of
atomistically resolved tetrahedral molecules are thus removed,
and the number of nonbonded interactions is strongly decreased
as well. We derive the effective density and temperature depen-
dent cg potential U cg(r) in such a way that the center-of-mass
radial distribution function (RDFcm) (and thus the density) and
pressure of the cg system match to the corresponding RDFcm
and pressure of the ex system at a given density and tem-
perature [48]. For the effective pair potential derivation one
can resort to various methods found in the literature, see, e.g.,
Refs. [18,19,49]. This means that at the chosen state point the
equations of state for the ex and cg systems coincide. The effec-
tive pair potential acting between the coarse-grained molecules
is significantly softer than the pair potential between atoms of
the resolved molecules [34,42], since it mimics a collection of
atoms [50,51].

The RDFcms and equations of state for ex and cg systems,
which are run using the tabulated effective potential, parame-
terized for ρ = 0.175, are displayed in Figs. 4(a) and 4(b),
respectively [42]. The two RDFcms match to the line thickness.
We can also see that the equations of state now, as expected,
coincide around the state points the effective potentials were
parameterized for.

In the next step, the atomistic and mesoscopic system are
coupled via Eq. (2). The weighting function w(x) for the slab
like geometry or w(r) for the spherical cavity like geometry
has the shape of a cos2 or sin2 function in order to smoothly
interpolate between the regimes and to have zero slope at the
boundaries ±d of the transition regime. In order to avoid any
kinetic barrier for a free exchange of particles, the density pro-
file should be totally flat, also throughout the transition regime.
There is however no reason, why any linear combination of
two completely different set of forces based on completely dif-
ferent interaction potentials should result in exactly the same
pressure and density. Indeed the pressure in a system con-
taining exclusively hybrid molecules with constant w �= 0,1
slightly depends on the w value [34]. The increase in pressure is
most prominent for w = 1/2, indicating that the most artificial
case for the hybrid molecule is the mixture of 1/4 of all-atom
and 3/4 of coarse-grained molecule. This justifies the asym-
metric choice of using the switching factors w(xα)w(xβ) and
1 − w(xα)w(xβ) in Eq. (2); this worst case occurs precisely in
the middle of the transition regime, least affecting the all-atom
and coarse-grained regimes.

To reduce the density and pressure fluctuations one can in-
troduce a pressure correction function s(w(xα)w(xβ)) for the
interpolation of the effective pair forces, Fcg

αβ , between coarse-
grained molecules [42]. Fig. 5 displays the results of the density
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(a)

(b)

Fig. 4. (a) RDFcm the ex and cg systems at T = 1 and ρ = 0.175. (b) Equa-
tion of state for the ex and cg systems at T = 1 and ρ = 0.175. Shown is the
pressure p as a function of the number density ρ of the system, after Ref. [42].

Fig. 5. The normalized radial number density profiles of the ex-cgic system at
ρ = 0.175 and T = 1 for the radius of the explicit regime r0 = 11.0. Vertical
lines denote boundaries between atomistic, coarse-grained and interface regions
of the system, after Ref. [42].

profile for the hybrid system with a simple single point version

s[y] = 4(
√

y − 1
2 )2 of “the interface pressure correction” em-

ployed (ex-cgic). Doing that involves a reparametrization of the
Fig. 6. A schematic plot of a solvated generic bead-spring polymer. The poly-
mer beads are represented smaller than the solvent molecules for presentation
convenience, for details see Ref. [43].

effective pair interaction in the system composed of exclusively
hybrid molecules with the constant w = 1/2 over the whole
system. In principle one can arrive at a completely flat density
profile by applying multiple point versions of s.

3.3.2. Solvated macromolecule in a moving cell
The next example a polymer chain is surrounded by solvent

with “atomistic” resolution, while further away the solvent is
coarse grained as illustrated in Fig. 6 [43]. When the chain
moves around, the sphere of atomistic resolution moves to-
gether with the center of mass of the chain. By this the chain
is free to move around, although the explicit resolution sphere
is much smaller than the overall simulation volume. Thus only
the solvent in the vicinity of the macromolecule is always repre-
sented with a sufficiently high level of detail so that the specific
interactions between a solvent and a solute are correctly taken
into account. Solvent further away from the polymer, where the
high resolution is no longer required, is represented on a more
coarse-grained level. Here the macromolecule is represented by
a generic flexible polymer chain [52] embedded in a solvent of
the tetrahedral molecules introduced the previous section. In or-
der to also make some first steps to the study of dynamics and
to conserve momentum the particle motion was coupled to the
DPD thermostat [39]. With Rα , Rβ , and R being the centers of
mass of the molecules α, β and the whole polymer, respectively
the AdResS scheme of Eq. (2) is generalized to:

Fαβ = w
(|Rα − R|)w(|Rβ − R|)Fex

αβ

(5)+ [
1 − w

(|Rα − R|)w(|Rβ − R|)]Fcg
αβ,

to take into account the moving of the high resolution scheme
with the polymer. The size of the sphere is set such that the
fluctuating polymer is always surrounded by the explicit solvent
molecules. Thus, Eq. (5) for the forces in the transition regime
only applies to the solvent.

In Fig. 7 polymer structure function S(q) of the all explicit
simulation is compared to the hybrid simulation scheme with
(ex-cgic) and without (ex-cg) the interface pressure correction
applied in the transition regime for N = 30 beads and a cav-
ity radius of r0 = 12.0σ . As shown the chain conformations
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Fig. 7. The static structure factor of the polymer with N = 30 for the ex, ex-cg,
and ex-cgic solvents, after Ref. [43].

Fig. 8. (a) On-the-fly interchange between the all-atom and coarse-grained wa-
ter models. (b) A schematic representation of the hybrid liquid water system,
after Ref. [44].

are not affected at all. The resulting diffusion constants of the
chains increase due to the reduced viscosity of the cg liquid as
we find, e.g., D(ex) = 0.0030 compared to D(ex-cg) = 0.0035.
To improve this we are currently testing new local thermostats
for molecular dynamics simulations [53], which will be shortly
discussed below.

3.3.3. Liquid water
In this section the approach is extended to a model of liquid

water [44] as depicted in Fig. 8.
The long-range electrostatic interactions are taken into ac-

count using the reaction field (RF) method, in which all mole-
cules with the charge center outside a spherical cavity of a
molecular based cutoff radius Rc = 9 Å are treated as a di-
electric continuum with a dielectric constant εRF [54–56]. The
Coulomb force acting on a charge eiα , at the center of the cutoff
sphere, due to a charge ejβ within the cavity is:

(6)Fex
Ciαjβ

(riαjβ ) = eiα ejβ

4πε0

[
1

r3
iαjβ

− 1

R3
c

2(εRF − 1)

1 + 2εRF

]
riαjβ .

This allows us to introduce a new simple single site water
model in the cg regime, which contains no dipole moment. The
single-site water model reproduces remarkably well the essen-
tial thermodynamic and structural features of water, as obtained
Fig. 9. The center-of-mass RDFs for explicit (ex) [green line] and
coarse-grained (cg) [red line] regions of the hybrid system, are shown together
with the RDFs corresponding to a bulk all-atom simulation (black line). The
local O–H and H–H RDFs for the explicit molecules in the hybrid system com-
pare equally well to the standard bulk simulations (not shown). The optimized
effective potential for the coarse-grained model is shown in the inset as a func-
tion of inter-particle separation, r , after Ref. [44]. (For interpretation of the
references to color in this figure legend, the reader is referred to the web ver-
sion of this article.)

by detailed all-atom simulations using the rigid TIP3P [57]
water model. To derive the effective potential between cg mole-
cules we follow an iterative inverse statistical mechanics ap-
proach proposed by Lyubartsev et al. [18], see Fig. 9. A perfect
agreement between the all-atom and coarse-grained RDFcms
is reached using the optimized effective potential (shown in
the inset of Fig. 9). The effective potential has a first primary
minimum at about 2.8 Å; corresponding to the first peak in
the center-of-mass RDF. The slightly weaker and significantly
broader minimum at 4.5 Å corresponds to the second hydra-
tion shell. The combined effect of the two minima leads to a
local packing close to that of the all-atom TIP3P water. The
normalized density for the hybrid system is homogeneous in
the coarse-grained and explicit regions with (very) small oscil-
lations in the transition regime, cf. Fig. 10. Along these lines
AdResS can be applied to any other flexible or rigid nonpolar-
izable classical water model, e.g., SPC, SPC/E or TIP4P [56,
58–61].

The free exchange of molecules between the different
regimes is illustrated by we the time evolution of a diffusion
profile for molecules that were initially localized at the in-
terface layer. Fig. 10 shows that these molecules spread out
asymmetrically with time. This asymmetry arises from the
aforementioned difference in diffusion coefficient between the
all-atom and coarse-grained regions. However, one can adjust
the diffusion coefficient of the coarse-grained molecules by
using either the position dependent friction coefficient of the
Langevin thermostat [62] or a new recently proposed Trans-
verse DPD thermostat [53]. Whereas the Langevin thermostat
screens off all hydrodynamic interactions, the Transverse DPD
thermostat allows for tuning transport properties of fluids while
preserving the hydrodynamics. This is achieved by coupling
the DPD thermostat to the perpendicular components of rela-
tive velocities (see Fig. 11), while conventional DPD couples
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Fig. 10. Top: normalized density profile in the x-direction of the hybrid system.
Bottom: Time evolution of a diffusion profile for the molecules that are initially
(at time t = 0 ps) located in the interface region. The diffusion profile is aver-
aged over ≈ 400 different time origins. Vertical lines denote the boundaries of
the interface layer, from Ref. [44].

Fig. 11. The Transverse DPD thermostat allows for controlling the transport
properties of liquids while preserving the stabilizing and hydrodynamics prop-
erties of the system, after Ref. [53].

to the relative velocities parallel to their distance vector. Of
course this idea can readily be applied to regular DPD sim-
ulations as well, which treat large soft particles by Brownian
dynamics [63–66].

4. Conclusions

Many interesting problems in (soft) condensed matter are
inherently multiscale and it is exactly this scale interplay that
drives the relevant properties of the system. While analytic
theory here can only be very approximative, computer simu-
lations can address this issue via time and length scale bridg-
ing techniques [14]. Quantum, classical atomistic and coarse
grained scales can be linked in a consistent sequential way
to account for the different level of detail and to reduce the
computational effort massively. The example of polycarbon-
ate in bulk and at a metal surface illustrates this situation. It
represents a typical case of coupling specific interactions at
the surface (quantum scale) and global conformations (clas-
sical atomistic coarse grained level). In the case of polycar-
bonate it was sufficient to only keep the full atomistic angular
resolution of the chemical bonds for the phenol at the chain
end. This did not affect the efficiency of the simulation signifi-
cantly. However usually the requirement of more detail applies
to all parts of a macromolecule close to a surface with spe-
cific interactions. That are exactly those problems that ask for
new computational schemes which can take into account si-
multaneously all relevant scales involved only in a region of
space, where they are needed. Specifically, the question arises,
whether one can devise an adaptive resolution method, which
allows to treat different regions with different resolutions, yet
allowing the free exchange of particles among such regions?
For a macromolecule–surface system, as a bead approaches the
surface it slowly acquires the atomistic structure (and loses the
coarse-grained one), while doing the opposite when moving
away form the surface. One possible solution to that problem
is represented by the AdResS method. The method allows to
change degrees of freedom on the fly during a simulation run
and thus allows us to adaptively change the resolution of the
molecule in given region of space but keeping the free exchange
of molecules among the regions of different resolution. So far
this approach technical prototypes, which serve as tests for
applications such as solvation of large molecules and surface–
polymer systems.
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